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Abstrak

Penelitian ini dilakukan di SMP Wijaya Sukodono, salah satu sekolah terbesar di Kecamatan Sukodono yang berupaya
meningkatkan kualitas pendidikan dengan memanfaatkan data akademik siswa. Tujuan utama penelitian ini adalah
mengelompokkan siswa berdasarkan nilai akademik menggunakan metode K-Means Clustering, yang bertujuan untuk
membagi siswa ke dalam dua kategori: Kelas Unggulan dan Kelas Reguler. Kelas Unggulan didefinisikan sebagai
kelompok siswa dengan performa akademik tinggi, sedangkan Kelas Reguler mencakup siswa dengan performa
akademik yang lebih rendah. Metode penelitian melibatkan pengumpulan data nilai raport, pemrosesan, dan
transformasi data, diikuti dengan penerapan algoritma K-Means. Evaluasi dilakukan menggunakan Davies-Bouldin
Index (DBI) untuk menilai kualitas clustering. Hasil analisis menunjukkan bahwa dari 576 siswa, 488 siswa tergolong
dalam Kelas Unggulan dan 88 siswa dalam Kelas Reguler. Konfigurasi dua klaster memberikan hasil optimal dengan
nilai DBI sebesar 0,337, menunjukkan tingkat pemisahan antar-klaster yang baik.Penelitian ini menyimpulkan bahwa
metode K-Means efektif dalam mengelompokkan siswa berdasarkan performa akademik. Hasil ini memberikan
wawasan strategis bagi sekolah dalam menyusun program pembelajaran yang lebih terarah untuk meningkatkan mutu
pendidikan. Pengembangan lebih lanjut dapat dilakukan dengan memasukkan variabel non-akademik atau
mengeksplorasi metode clustering lain untuk hasil yang lebih komprehensif.

Kata Kunci: Davies-Bouldin Index; K-Means Clustering; Kelas Unggulan; Nilai Akademik; Pengelompokan
Siswa.

Abstract

This research was conducted at Wijaya Sukodono Middle School, one of the largest schools in Sukodono District which seeks
to improve the quality of education by utilizing student academic data. The main objective of this research is to group
students based on academic scores using the K-Means Clustering method, which aims to divide students into two categories:
Superior Class and Regular Class. The Flagship Class is defined as a group of students with high academic performance,
while the Regular Class includes students with lower academic performance. The research method involves collecting
report value data, processing, and data transformation, followed by the application of the K-Means algorithm. Evaluation
was carried out using the Davies-Bouldin Index (DBI) to assess the quality of clustering. The analysis results show that of
the 576 students, 488 students are included in the Superior Class and 88 students are in the Regular Class. The two cluster
configuration provides optimal results with a DBI value of 0.337, indicating a good level of inter-cluster certification. This
research concludes that the K-Means method is effective in grouping students based on academic performance. These
results provide insight into strategies for schools in developing more targeted learning programs to improve the quality of
education. Further development can be done by including non-academic variables or exploring other clustering methods
for more comprehensive results

Keywords: Academic Scores; Davies-Bouldin Index; Elite Class; K-Means Clustering; Student Grouping.

1. Pendahuluan

Pendidikan memiliki peran krusial dalam membangun generasi muda yang bermutu dan
kompetitif di era globalisasi. Salah satu upaya untuk meningkatkan kualitas pendidikan adalah
dengan memanfaatkan teknologi data mining untuk mengidentifikasi dan mengelompokkan
siswa berdasarkan prestasi akademik. Dalam konteks ini, SMP Wijaya Sukodono sebagai salah
satu sekolah terbesar di Kecamatan Sukodono terus berupaya meningkatkan mutu pendidikan
dengan memanfaatkan data akademik siswa sebagai dasar pengambilan keputusan strategis[1].

Cite: Anggraeny, F., et al., (2025). Penerapan K-Means dengan Evaluasi Davies-Bouldin Index untuk Pengelompokan Kelas
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Namun, pengelompokan siswa berdasarkan nilai raport secara manual seringkali tidak efisien dan
rentan terhadap bias subjektif. Dengan jumlah siswa yang besar, diperlukan metode objektif dan
efisien untuk menganalisis data ini. Teknik data mining menawarkan solusi untuk mengubah data
menjadi informasi strategis yang dapat mendukung keputusan berbasis bukti[2].

Penelitian ini memanfaatkan algoritma K-Means Clustering untuk mengelompokkan siswa ke
dalam dua kategori utama, yaitu Kelas Unggulan dan Kelas Reguler. Kelas Unggulan terdiri dari
siswa dengan performa akademik tinggi, sementara Kelas Reguler mencakup siswa dengan
performa akademik yang lebih rendah. Algoritma K-Means dipilih karena kesederhanaannya dan
kemampuannya dalam menangani dataset besar dengan atribut multidimensi[3], [4]. Sebagai
tambahan, Python digunakan dalam implementasi metode ini karena keunggulannya
dibandingkan platform lain. Python mendukung banyak pustaka (seperti Scikit-learn) yang
memudahkan analisis data dan evaluasi model. Selain itu, Python memiliki efisiensi waktu
pelatihan yang lebih baik dibandingkan beberapa platform serupa, sehingga mendukung proses
analisis yang lebih cepat dan akurat[5].

Beberapa penelitian sebelumnya telah memanfaatkan teknik clustering untuk keperluan
pendidikan. Misalnya, penelitian [2] menunjukkan bahwa K-Means efektif untuk pengelompokan
siswa berdasarkan nilai raport di SMK Muhammadiyah 3 Weleri. Namun, penelitian tersebut
belum membahas evaluasi kualitas clustering menggunakan metrik seperti Davies-Bouldin Index
(DBI). Di sisi lain, penelitian [6] menggunakan algoritma K-Nearest Neighbor (KNN) untuk
memprediksi siswa berprestasi, tetapi tidak mengatasi heterogenitas data atau
ketidakseimbangan antar kelompok. Berdasarkan analisis ini, penelitian ini bertujuan untuk
mengisi celah dalam literatur dengan menerapkan K-Means Clustering yang dievaluasi
menggunakan DBI. Dengan demikian, penelitian ini tidak hanya memberikan gambaran distribusi
akademik siswa di SMP Wijaya Sukodono tetapi juga menawarkan solusi praktis untuk
meningkatkan efektivitas pembelajaran melalui pemanfaatan teknologi data mining.

2. Metode Penelitian
Diagram Alur Penelitian

Penelitian ini mengikuti serangkaian langkah yang dirancang untuk memastikan implementasi
yang sistematis dan akurat. Gambar 1 menunjukkan diagram alur penelitian[7].

Penerapan

Pengumpulan » Pemrosesan > Algoritma K-
Data Data
Means
. - o Evaluasi
. Evaluasi Visualisasi :
Selesai ) - . - Alternatif
Kualitas Klaster Hasil
Metode

Gambar 1. Diagram Alur Penelitian

Pengumpulan Data

Pengumpulan data dilakukan melalui pengamatan (observasi) dengan mengambil data secara
langsung dari nilai rapor siswa di SMP Wijaya Sukodono, yang mencakup total 576 siswa. Selain
itu, studi literatur juga dilakukan untuk mendukung penelitian ini, dengan memanfaatkan teori-
teori terkait pengelompokan data akademik menggunakan algoritma K-Means. Studi literatur
tersebut juga mencakup evaluasi hasil clustering menggunakan metode seperti Davies-Bouldin
Index (DBI) yang berguna untuk menilai kualitas pengelompokan yang dihasilkan [8].
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Pemrosesan Data

Seleksi data dilakukan dengan memilih atribut-atribut penting, seperti nilai rapor yang relevan
untuk proses clustering. Nilai-nilai ini kemudian dihitung rata-ratanya untuk setiap siswa sebagai
dasar analisis[9]. Setelah itu, tahap preprocessing data dilakukan untuk membersihkan data dari
elemen yang tidak relevan, seperti data kosong atau duplikat, guna meningkatkan kualitas
analisis[10]. Selanjutnya, data ditransformasikan dengan menggunakan metode normalisasi
MinMaxScaler untuk menyamakan skala antar atribut, sehingga proses clustering dapat berjalan
dengan lebih akurat dan konsisten[11].

Penerapan Algoritma K-Means

Penentuan jumlah klaster dalam penelitian ini dilakukan dengan menetapkan dua klaster, yaitu
Kelas Unggulan dan Kelas Reguler. Pemilihan jumlah klaster ini didasarkan pada kebutuhan
sekolah serta hasil evaluasi menggunakan Davies-Bouldin Index (DBI). Proses clustering
dilakukan dengan menerapkan algoritma K-Means menggunakan library Scikit-learn di Python.
Parameter n_clusters diatur menjadi 2, sementara random_state diset ke 42 untuk menjaga
konsistensi hasil[12]. Evaluasi model clustering dilakukan dengan menggunakan DBI, di mana
nilai DBI dibandingkan dengan beberapa konfigurasi jumlah klaster lainnya untuk memastikan
kualitas hasil yang optimal. Selain itu, evaluasi tambahan menggunakan silhouette score juga
dilakukan untuk memperkuat keandalan hasil clustering yang diperoleh[13].

Evaluasi Alternatif Metode

Sebagai bagian dari pengembangan penelitian, metode lain seperti hierarchical clustering dan
DBSCAN juga dipertimbangkan untuk perbandingan. Hasil clustering dari algoritma K-Means
dibandingkan dengan algoritma-algoritma ini untuk menilai keunggulan relatifnya[14].

Visualisasi Hasil

Hasil clustering divisualisasikan menggunakan diagram scatter plot untuk mempermudah
interpretasi dan analisis lebih lanjut. Tiap klaster ditampilkan dengan warna berbeda untuk
menggambarkan distribusi siswa[15].

Evaluasi Kualitas Klaster

Penggunaan Davies-Bouldin Index (DBI) menjadi metode utama untuk menilai kualitas clustering
dengan mengukur tingkat pemisahan dan kekompakan antar-klaster. Nilai DBI yang lebih rendah
menunjukkan bahwa hasil clustering memiliki kualitas yang lebih baik, karena klaster-klaster
lebih terpisah secara optimal dan data dalam klaster lebih homogen[16]. Selain itu, evaluasi
tambahan dilakukan menggunakan silhouette score untuk memastikan bahwa hasil clustering
tidak hanya menghasilkan klaster yang terpisah dengan baik, tetapi juga memiliki tingkat
pemisahan yang optimal di antara data. Silhouette score memberikan perspektif tambahan dalam
mengevaluasi kualitas struktur klaster yang dihasilkan[17].

Dengan alur metodologi ini, penelitian ini diharapkan menghasilkan pengelompokan siswa yang
relevan, akurat, dan bermanfaat bagi pengambilan keputusan di SMP Wijaya Sukodono.

3. Hasil
Data yang diperoleh dari SMP Wijaya Sukodono merupakan nilai rapor siswa yang berjumlah 576
siswa yang dapat dilihat pada tabel dibawah ini.
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Tabel 1. Sampel Data set

NO NAMA JK AGAMA P AGAMAK PPKNP .. BTQK TIKP TIKK
1 Adam Surya Adlythina L 83 83 90 85 86 86
2 Ahmad Raka Andreas Setyaria L 78 79 82 78 80 80
3 Andi Apriliani Putri P 90 92 90 0 90 92
4 Chelsea Safina Sabilal Ul'ya P 81 83 90 85 80 80
573 Vernando L 80 80 88 80 83 83
574 Mustafidah Dwi Agustina P 77 79 77 75 84 87
575 Devina Putri Cahyani P 80 80 85 85 80 80
576 Fera Yolanda P 80 80 88 84 83 83

Seleksi Data

Setelah seluruh data berhasil dikumpulkan, langkah berikutnya adalah melakukan seleksi atribut
yang akan digunakan dalam penerapan algoritma K-Means. Fitur ini berfungsi untuk menyaring
atribut data yang relevan dan dibutuhkan untuk proses perhitungan lebih lanjut[18]. Berikut ini
adalah tahapan seleksi atribut dari datasheet nilai raport SMP Wijaya Sukodono.

@ 4F = pd.read_csv("Jcontent/hasil_rats_rata.csv’)
ot
- NO.URLT NAMA JK AGAMAP AGAMA_K PPEN_P PPKN_K BINP BINK MAT_P ... PRAKARVAP PRAKARVALK JAWAP JAWAK BTQP BTQK TIKP TIKK Rata-rata Rata-rata
Prestasi Keteraspilan
0 1 Adam Suya Adiyihina L 3 £ 0o %0 s 88D 78 530 030 830 830 830 80 830 830 85307602 26.023077
1 p  AbmadRaka ’;:w':a: L 7 ™ 820 83 73 730 70 350 850 300 320 780 730 300 300 80.1538¢8 81538462
2 3 Andi Apriiani Pui P % 2 00 0 w0 020 8 . %00 920 900 820 00 00 800 920 83582308 84615385
3 Chelsea Safina SE_J‘I.;' P o g1 00 0 e s20 80 . 250 850 850 870 250 850 200 500 22.000000 24.760231
4 5 ChintyaPuriNovisari P 80 8 600 85 82 820 B0 .. %00 900 820 B30 800 800 800 790 81823077 83.682308
571 572 David Peratama L % 2 00 0 @ 0D e . 870 900 880 800 900 890 900 900 90.153848 91538462
512 573 Vemando L £ 80 20 0 = &0 80 790 T80 800 800 800 800 830 830 82153848 82538462
573 574  Mustfidsh DwiAgustna P ™ ™ 70 % 75 75D 75 . 750 750 700 790 7A0 750 84D BT.O TT.078823 77461538
s14 575 Devina Putri Cahyani P £ 80 80 8 = 820 80 E 850 850 870 80 80 800 800 82538452 24.153843
575 578 FeraVolanda P [ 80 880 80 85 85D 80 .. 850 850 780 780 B40 B840 B30 B30 82682308 84.153848

576 rows x 31 columns

Gambar 2. Hasil seleksi data

Setelah dilakukan proses seleksi, data tersebut ditambah dengan kolom baru yang menunjukkan
rata-rata nilai setiap siswa. Hasil seleksi ini memberikan gambaran yang lebih ringkas dan
memudahkan analisis performa siswa secara keseluruhan, karena hanya kolom-kolom penting
yang disajikan. Kolom "Rata-rata” membantu untuk menilai tingkat pencapaian siswa secara
menyeluruh.

Processing Data

Setelah tahap seleksi data nilai selesai dilakukan, langkah selanjutnya adalah proses processing
data dari hasil seleksi sebelumnya. Proses ini bertujuan untuk membersihkan data dari komponen
yang tidak diperlukan. Berikut ini adalah tahapan processing pada datasheet nilai raport SMP
Wijaya Sukodono.

© 2025 SMATIKA Jurnal. Published by LPPM UBHINUS Malang
This is an open access article under the CC BY SA license. (https://creativecommons.org/licenses/by-sa/4.0/)

375



https://creativecommons.org/licenses/by-sa/4.0/

Penerapan K-Means dengan Evaluasi Davies-Bouldin Index untuk Pengelompokan Kelas Unggulan SMP Wijaya Sukodono

[a)] df = df[[ HO.URUT", "MAMA®, 'Rata-rata Prestasi’, "Rata-rata Keterampilan® ] ]
df -head{4)

3r NO.URUT MAMA Rata-rata Prestasi Rata-rata Keteraspilan E
1] 1 Adam Surya Adlythina 85307602 B5.B2307T7 u
1 2 Ahmad Raka Andreas Setyaria B0.153848 81.538482
2 3 Andi Apriliani Putri £3.502308 £4.615385
3 4 Chelsea Safina Sabilal Ul'ya 83.000000 B4.750211

Langkah berikutnya:  Buat kode dengan a+ @) Lihat plot yang direkomendasikan Wew interactive sheet

Gambar 3. Processing Data

Gambar 3 menunjukkan proses processing data dari dataset nilai rapor siswa SMP Wijaya
Sukodono. Pada tahap ini, data hasil seleksi sebelumnya dibersihkan dengan cara menghapus
komponen atau kolom yang tidak relevan dengan tujuan analisis. Dataset yang ditampilkan
memuat informasi no. urut, nama, rata-rata prestasi, rata-rata keterampilan. Proses ini bertujuan
untuk menyederhanakan data sehingga hanya kolom-kolom penting yang digunakan dalam
analisis lebih lanjut. Data yang telah diproses ini siap digunakan untuk tahap berikutnya, seperti
clustering atau klasifikasi untuk menentukan kelas unggulan dan kelas reguler.

Transformasi Data

Setelah proses processing data selesai, langkah berikutnya adalah melakukan transformasi data
pada hasil tahapan sebelumnya. Transformasi data adalah langkah penting dalam proses analisis,
di mana data diubah menjadi format yang sesuai atau tepat untuk diolah. Berikut ini adalah
tahapan transformasi data pada datasheet nilai raport SMP Wijaya Sukodono.

° from sklearn.preprocessing import MinMaxScaler

scaler = MinMaxScaler()
x_train = scaler.fit_transform(x_train)

x_train

Y ©

array([[@.59784367, ©.57682491],
[0.56172507, ©.54109239],
[0.58652291, ©.56151097],
.
[0.54016173, ©.51403777],
[0.57843666, ©.55844819],
[0.57951482, ©.55844819]])

Gambar 4. Transformasi Data

Gambar 4 menunjukkan transformasi data pada dataset nilai rapor siswa SMP Wijaya Sukodono

menggunakan MinMaxScaler. Transformasi ini mengubah data menjadi rentang 0 hingga 1 untuk
menyamakan skala antar fitur, sehingga analisis lebih akurat. Prosesnya menggunakan
fit_transform, yang menghitung nilai minimum dan maksimum data, lalu menerapkannya ke
dataset. Hasil transformasi berupa array dengan nilai yang telah dinormalisasi, seperti 0.566237
dan 0.510499, memastikan data siap untuk analisis lebih lanjut.
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K-Means Clustering

Setelah menyelesaikan tahapan transformasi data, langkah berikutnya adalah melakukan proses
K-Means Clustering pada hasil transformasi tersebut. Tahapan ini bertujuan untuk
mengelompokkan data ke dalam beberapa cluster berdasarkan kemiripan nilai atribut yang telah
dipilih, sesuai dengan tujuan analisis yang diinginkan. Berikut ini adalah tahapan K-Means
Clustering pada datasheet nilai raport SMP Wijaya Sukodono.

from sklearn.cluster import KMeans

kmeans = KMeans(n_clusters=2, random_state=42)
kmeans. fit{x_train)

¥ KMeans

KMeans{n_clusters=2, random_state=42)

Gambar 5. Menentukan jumlah cluster

Gambar 5 menunjukkan proses menentukan jumlah cluster menggunakan metode K-Means
Clustering. Pada langkah ini, library KMeans diimpor dari sklearn.cluster, dan model K-Means
diinisialisasi dengan parameter n_clusters=2, yang berarti data akan dikelompokkan ke dalam 2
cluster. Parameter random_state=42 digunakan untuk memastikan hasil pengelompokan
konsisten setiap kali algoritma dijalankan. Setelah itu, model dilatih menggunakan data yang telah
ditransformasikan dengan perintah kmeans.fit(x_train), sehingga algoritma dapat
mengidentifikasi pola dan menentukan cluster berdasarkan kemiripan data.

#menentukan titik centorid
kmeans.cluster centers

array([[@.59847159, ©.56259561],
[©.41738177, ©.35853626]])

Gambar 6. Menentukan titik centroid

Gambar 6 menunjukkan proses menentukan titik centroid dari masing-masing cluster yang
dihasilkan oleh K-Means Clustering. Centroid merupakan titik pusat dari setiap cluster, yang
dihitung berdasarkan rata-rata posisi data dalam cluster tersebut. Dalam gambar, perintah
kmeans.cluster_centers_ digunakan untuk memperoleh koordinat centroid[19]. Hasilnya adalah
dua titik centroid dengan koordinat [0.59047159, 0.56259561] untuk cluster pertama dan
[0.41738177, 0.35853636] untuk cluster kedua. Titik-titik ini berfungsi sebagai representasi
pusat dari masing-masing cluster dan membantu dalam memahami karakteristik utama dari data
dalam tiap kelompok.

Hasil Clustering

Proses clustering dilakukan menggunakan algoritma K-Means dengan konfigurasi dua klaster
yaitu Kelas Unggulan dan Kelas Reguler. Data yang digunakan mencakup 576 siswa dari SMP
Wijaya Sukodono. Untuk memberikan gambaran yang lebih jelas, tabel berikut menyajikan
distribusi jumlah siswa berdasarkan hasil pengelompokan dalam setiap klaster:
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Tabel 2. Hasil clustering

Cluster Jumlah
0 (Unggulan) 488
1 (Reguler) 88
Visualisasi hasil clustering ditampilkan dalam grafik scatter plot, di mana setiap klaster diwakili
oleh warna berbeda, dan centroid ditunjukkan dengan simbol khusus. Analisis ini menunjukkan
bahwa mayoritas siswa tergolong dalam Kelas Unggulan.

K-Means Clustering: Kelas Unggulan vs Kelas Reguler

1.0 L ® Kelas Unggulan

Kelas Reguler
X Centroid 0 (Kelas Unggulan)
X Centroid 1 (Kelas Reguler)

=
]
L

o
=]
L

o
'S

Rata-rata keterampilan

o
]

0.0 1

T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0
Rata-rata prestasi

Gambar 7. Visualisasi hasil clustering

Evaluasi Kualitas Clustering

Evaluasi DBI menunjukkan nilai 0,337 untuk konfigurasi dua klaster, yang merupakan nilai
terbaik dibandingkan konfigurasi klaster lainnya. Nilai DBI yang rendah menunjukkan bahwa
pemisahan antar-klaster sudah optimal dengan tingkat kompaksi yang tinggi.

Tabel 3. Evaluasi DBI

Jumlah Klaster Davies-Bouldin Index

2 0.337075975
3 0.623500165
4 0.560577797
5 0.471238263

Sebagai evaluasi tambahan, silhouette score digunakan untuk memastikan tingkat pemisahan
antar-klaster. Nilai silhouette score untuk konfigurasi dua klaster adalah 0,802, yang
menunjukkan bahwa anggota klaster memiliki tingkat kedekatan tinggi dengan klasternya
masing-masing dan cukup terpisah dari klaster lain.

Tabel 4. Evaluasi Silhouette Score

Jumlah Klaster Nilai Silhouette Score
0,802
0,501
0,510
0,530

(€2 B OO I \S
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Analisis Karakteristik Klaster

Kelas Unggulan (Cluster 0): Siswa dalam klaster ini memiliki rata-rata nilai akademik yang lebih
tinggi. Centroid klaster ini menunjukkan karakteristik umum siswa unggulan, seperti konsistensi
pada nilai raport di semua mata pelajaran.

Kelas Reguler (Cluster 1): Siswa dalam klaster ini memiliki rata-rata nilai akademik yang lebih
rendah. Analisis lebih lanjut menunjukkan beberapa faktor yang mungkin memengaruhi performa
mereka, seperti variasi signifikan pada nilai beberapa mata pelajaran.

Perbandingan dengan Algoritma Lain

Sebagai langkah pengembangan, algoritma DBSCAN dan hierarchical clustering diuji pada dataset
yang sama. Hasil menunjukkan bahwa K-Means menunjukkan performa terbaik dengan nilai
Silhouette Score tertinggi (0,802) yang menjadikannya algoritma paling cocok untuk penelitian
ini karena menghasilkan klasterisasi dengan pemisahan yang jelas dan homogenitas tinggi,
sementara DBSCAN unggul dalam DBI terendah (0,162), dan Hierarchical Clustering memberikan
hasil yang seimbang, namun tidak unggul di kedua metrik[20], seperti yang dirangkum di bawah
ini:

Tabel 5. Perbandingan Algoritma

Algoritma DBI Silhouette Score
K-Means 0,337 0,802
DBSCAN 0,162 0,790
Hierarchical 0,321 0,801

4. Pembahasan

Evaluasi Alternatif dan Kualitas

Evaluasi kualitas clustering menggunakan Davies-Bouldin Index menunjukkan bahwa konfigurasi
dua klaster memberikan hasil terbaik dengan nilai DBI terendah dibandingkan dengan
konfigurasi klaster lainnya. Silhouette score memperkuat hasil ini dengan skor yang tinggi,
menegaskan homogenitas dalam setiap klaster dan pemisahan yang jelas antar-klaster.

Sebagai pembanding, algoritma lain seperti DBSCAN dan hierarchical clustering diuji pada dataset
yang sama. Hasil perbandingan menunjukkan bahwa K-Means unggul dalam menghasilkan
struktur klaster yang jelas dengan nilai silhouette score tertinggi. Namun, DBSCAN menunjukkan
performa lebih baik dalam mengelola data dengan distribusi tidak seragam, yang menjadi peluang
untuk penelitian selanjutnya.

Refleksi Berdasarkan Penelitian Terdahulu

Penelitian ini memiliki beberapa perbedaan signifikan dengan penelitian terdahulu yang menjadi
rujukan, baik dari segi pendekatan, metodologi, maupun hasil yang dihasilkan. Salah satu
perbedaan utama adalah pada evaluasi kualitas clustering. Dalam penelitian ini, evaluasi
dilakukan menggunakan Davies-Bouldin Index (DBI) dan silhouette score, yang memberikan
pengukuran kuantitatif terhadap pemisahan dan kekompakan antar klaster, memastikan hasil
clustering yang optimal. Hal ini melangkah lebih jauh dibandingkan penelitian [2], yang
menggunakan algoritma K-Means tanpa mengevaluasi kualitas klasterisasi dengan metrik
tertentu. Selain itu, penelitian ini menitikberatkan pada pengelompokan siswa berdasarkan
performa akademik untuk mendukung strategi pendidikan, berbeda dengan penelitian [6] yang
menggunakan algoritma K-Nearest Neighbor (KNN) untuk memprediksi siswa berprestasi.
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Penelitian ini tidak hanya mengelompokkan siswa tetapi juga memberikan wawasan praktis
untuk perencanaan pendidikan yang lebih baik.

Penelitian ini juga mengeksplorasi algoritma lain seperti DBSCAN dan hierarchical clustering
sebagai pembanding. Hasil evaluasi menunjukkan bahwa K-Means menghasilkan performa
terbaik dalam hal silhouette score, sementara DBSCAN memberikan nilai DBI terendah untuk
distribusi data tertentu. Hal ini membuat penelitian ini lebih komprehensif dibandingkan
penelitian terdahulu yang hanya menggunakan satu algoritma tanpa eksplorasi lebih lanjut.
Implementasi penelitian ini di SMP Wijaya Sukodono dengan fokus spesifik pada pengelompokan
siswa berdasarkan nilai rapor memberikan solusi yang langsung dapat diterapkan pada institusi
pendidikan tersebut, berbeda dengan penelitian terdahulu yang cenderung bersifat lebih generik
tanpa fokus khusus pada kebutuhan atau konteks institusi tertentu.

Selain itu, penelitian ini memberikan rekomendasi strategis untuk sekolah dalam menyusun
program pembelajaran, seperti program percepatan untuk siswa di Kelas Unggulan dan program
remedial untuk siswa di Kelas Reguler. Temuan ini berbeda dari penelitian sebelumnya yang
umumnya hanya berfokus pada penerapan algoritma tanpa memberikan solusi strategis yang
dapat diimplementasikan langsung oleh pihak sekolah. Dalam hal inovasi pada pemanfaatan data
akademik, penelitian ini memproses data siswa secara menyeluruh, mulai dari seleksi atribut
hingga normalisasi data menggunakan MinMaxScaler, untuk memastikan akurasi hasil clustering.
Proses ini menambah nilai dibandingkan penelitian sebelumnya yang kurang menekankan pada
tahap preprocessing data.

Dengan pendekatan-pendekatan ini, penelitian ini tidak hanya melengkapi kekurangan dalam
penelitian terdahulu tetapi juga memberikan kontribusi baru, baik dalam hal metodologi maupun
penerapan praktis di bidang pendidikan. Penelitian ini menunjukkan bahwa algoritma K-Means,
bila dilengkapi dengan evaluasi yang tepat, dapat menjadi alat yang efektif untuk meningkatkan
kualitas pengambilan keputusan strategis di institusi pendidikan.

Menghubungkan Temuan dengan Literatur

Penemuan penelitian ini memberikan rekomendasi strategis bagi sekolah untuk merancang
program pembelajaran yang disesuaikan dengan kebutuhan setiap klaster. Kelas Unggulan dapat
difokuskan pada program percepatan, sementara Kelas Reguler membutuhkan program remedial
yang lebih intensif. Pendekatan ini sejalan dengan literatur yang menekankan pentingnya
segmentasi berbasis data dalam meningkatkan kualitas pendidikan.

Dengan hasil clustering yang akurat, sekolah dapat mengambil langkah proaktif dalam menyusun
kebijakan pendidikan yang inklusif dan berbasis bukti. Selain itu, integrasi variabel non-akademik
di masa depan, seperti tingkat kehadiran atau partisipasi ekstrakurikuler, dapat memberikan
wawasan yang lebih komprehensif.

5. Penutup

Penelitian ini berhasil mengimplementasikan algoritma K-Means Clustering untuk
mengelompokkan siswa SMP Wijaya Sukodono berdasarkan nilai akademik mereka. Hasil
clustering menunjukkan bahwa dua klaster, yaitu Kelas Unggulan dan Kelas Reguler, merupakan
konfigurasi optimal dengan distribusi masing-masing 488 siswa dan 88 siswa. Evaluasi
menggunakan Davies-Bouldin Index (DBI) menghasilkan nilai 0,337, yang menunjukkan kualitas
clustering yang baik dengan pemisahan antar-klaster yang jelas. Evaluasi tambahan
menggunakan silhouette score memberikan nilai 0,802, yang menunjukkan tingkat kompaksi dan
pemisahan klaster yang optimal. Analisis karakteristik klaster menunjukkan bahwa siswa dalam
Kelas Unggulan memiliki rata-rata nilai akademik yang lebih tinggi, sedangkan siswa dalam Kelas
Reguler cenderung memiliki performa yang lebih rendah. Informasi ini memberikan wawasan
strategis bagi sekolah untuk meningkatkan kualitas pendidikan. Melalui penelitian ini, algoritma
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K-Means terbukti efektif dalam mengelompokkan siswa berdasarkan performa akademik, yang
dapat menjadi dasar untuk pengambilan keputusan strategis dalam menyusun program
pembelajaran.

Penelitian selanjutnya disarankan untuk memasukkan variabel non-akademik, seperti tingkat
kehadiran, partisipasi ekstrakurikuler, dan faktor sosial-ekonomi, untuk menghasilkan
pengelompokan yang lebih komprehensif. Sebagai langkah pengembangan, algoritma clustering
lain seperti DBSCAN atau hierarchical clustering dapat dicoba untuk membandingkan kualitas
hasil pengelompokan, terutama pada dataset yang lebih kompleks. Metode ini dapat diterapkan
di sekolah lain dengan dataset serupa untuk mengidentifikasi siswa berdasarkan performa
akademik. Penyesuaian jumlah klaster dan parameter evaluasi perlu dilakukan sesuai kebutuhan
masing-masing sekolah. Berdasarkan hasil clustering, sekolah dapat merancang program
pembelajaran yang sesuai, seperti program percepatan untuk siswa dalam Kelas Unggulan dan
program remedial serta mentoring untuk siswa dalam Kelas Reguler. Sekolah juga disarankan
untuk melakukan evaluasi berkala terhadap keefektifan strategi yang diimplementasikan
berdasarkan hasil clustering ini. Hal ini akan memastikan bahwa program yang dijalankan
memberikan dampak positif terhadap seluruh siswa.
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