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Abstrak  
Produksi padi di Indonesia menghadapi tantangan serius akibat berkurangnya luas lahan pertanian dan serangan 
penyakit seperti Bacterial Leaf Blight, Blast, dan Brown Spot, yang dapat menurunkan hasil panen hingga 80% dan 
mengancam ketahanan pangan nasional. Penyakit tersebut tidak hanya merusak stabilitas produksi tetapi juga 
menyebabkan kerugian yang signifikan bagi petani. Identifikasi dini penting untuk mencegah kerugian, namun 
keterbatasan pengetahuan petani sering menyebabkan kesalahan diagnosis dan penanganan. Untuk mengatasi masalah 
ini, penelitian ini mengusulkan pengembangan model klasifikasi penyakit daun padi berbasis hybrid Convolutional 
Neural Network (CNN) dan Support Vector Machine (SVM), yang dirancang menggunakan metode CRISP-DM (Cross-
Industry Standard Process for Data Mining) dari tahap business understanding hingga evaluation. Dengan dataset berisi 
11.790 gambar daun padi dari sembilan kelas penyakit.CNN menggunakan arsitektur VGG-16 yang dipakai untuk 
ekstraksi fitur, sedangkan SVM menangani klasifikasi multi-kelas dengan metode one-vs-rest. Hasil evaluasi 
menunjukkan akurasi model sebesar 95%, dengan precision, recall, dan F1-score yang tinggi di sebagian besar kelas 
penyakit. Hasil tersebut menunjukkan potensi yang signifikan dan diharapkan dapat membantu petani untuk 
melakukan deteksi dini penyakit pada padi. 
Kata Kunci: CNN; Klasifikasi Gambar; Model Hybrid; Penyakit Padi; SVM. 

 
Abstract  

Rice production in Indonesia faces significant challenges due to the declining area of agricultural land and the prevalence 
of diseases such as Bacterial Leaf Blight, Blast, and Brown Spot, which can reduce yields by up to 80% and threaten national 
food security. These diseases not only disrupt production stability but also cause substantial losses for farmers. Early 
identification is crucial to prevent such losses; however, farmers often struggle with limited knowledge, leading to 
misdiagnosis and improper management. To address this issue, this study proposes the development of a hybrid disease 
classification model for rice leaves based on Convolutional Neural Network (CNN) and Support Vector Machine (SVM). The 
model is designed following the CRISP-DM (Cross-Industry Standard Process for Data Mining) methodology, encompassing 
stages from business understanding to evaluation. Using a dataset containing 11,790 images of rice leaves from nine 
disease classes, the VGG-16 architecture is utilized for feature extraction, while SVM handles multi-class classification 
through the one-vs-rest approach. Evaluation results demonstrate a model accuracy of 95%, with high precision, recall, 
and F1-scores across most disease classes. These findings highlight the model's significant potential to aid farmers in the 
early detection of rice diseases. 
Keywords: CNN; Hybrid Model; Image Classification; Rice Disease; SVM 

 

1. Pendahuluan 
Padi (Oryza sativa) adalah tanaman pangan yang menjadi sumber utama bagi masyarakat 
Indonesia terutama sebagai komoditas hasil pertanian berupa beras. Selain itu, padi memegang 
peran yang penting dalam mempertahankan stabilitas dan ketahanan pangan nasional [1]. Seiring 
dengan meningkatnya jumlah penduduk, permintaan beras sebagai kebutuhan pokok bagi 
masyarakat pun akan meningkat tiap tahunnya. Karena itu, hasil panen yang stabil menjadi salah 
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satu aspek yang krusial. Sayangnya, menurut data Badan Pusat Statistik (BPS), Produksi padi dan 
beras mengalami penurunan pada tahun 2024 jika dibandingkan dengan tahun 2023.. Produksi 
padi menurun sebanyak 1,32 juta ton dan produksi beras menurun sebesar 757,13 ribu ton. Selain 
itu, luas panen padi pun juga menyusut hingga 167,25 ribu hektare [2]. 

Selain penurunan luas lahan, serangan hama dan penyakit juga menjadi faktor signifikan yang 
berkontribusi terhadap penurunan produksi padi dan beras. Beberapa penyakit utama yang 
berdampak serius pada produksi padi mencakup Bacterial blight, Blast, Brown Spot, dan Tungro 
[3]. Bacterial blight merupakan salah satu penyakit paling merusak yang diakibatkan oleh 
serangan bakteri.Xanthomonas oryzae pv. oryzae (Xoo), dan dapat mengurangi produksi sebesar 
15-80% tergantung pada tahap pertumbuhan tanaman saat terinfeksi [4]. Serangan penyakit pada 
tanaman padi dapat membuat petani kehilangan hasil panen hingga 300.000 ton per tahun [5]. 
Penyakit-penyakit yang ada pada tanaman padi biasanya menyerang daun padi [6]. Tanaman padi 
yang terinfeksi penyakit menunjukkan gejala seperti perubahan warna dan munculnya pola 
tertentu pada daun. Gejala yang muncul pada daun dapat digunakan sebagai langkah awal untuk 
mengetahui jenis penyakit yang menyerang tanaman padi.[7]. Penyakit pada tanaman padi 
sebenarnya bisa dilihat secara langsung melalui pengamatan visual, namun akibat keterbatasan 
pengetahuan dan wawasan petani sering kali terjadi kesalahan yang mengakibatkan kesalahan 
dalam penanganan [8]. Hal ini dapat menyebabkan kerugian bagi petani, termasuk risiko gagal 
panen. 

Kemajuan teknologi saat ini memungkinkan identifikasi penyakit padi menggunakan kecerdasan 
buatan, terutama melalui metode Deep Learning, yang dianggap lebih unggul daripada teknik 
Machine Learning lainnya [9], [10]. Dalam klasifikasi citra, Convolutional Neural Network (CNN) 
populer karena akurasi tinggi dalam pemrosesan gambar melalui lapisan konvolusionalnya, yang 
bekerja seperti respons neuron terhadap stimulus [11], [12]. Selain CNN, Support Vector Machine 
(SVM) juga sering digunakan dalam klasifikasi karena kemampuannya menangani data linear dan 
non-linear pada masalah klasifikasi maupun regresi [13]. SVM awalnya dikembangkan untuk 
klasifikasi dua kelas dan kemudian diperluas untuk klasifikasi multi-kelas, salah satu pendekatan 
yang biasanya digunakan dalam klasifikasi multi-kelas pada SVM adalah one-vs-rest [14]. Metode 
SVM menggunakan tiga jenis kernel utama, yaitu radial, linear, dan sigmoid [15]. Penggunaan 
teknologi ini tentu dapat membantu proses identifikasi penyakit padi dengan lebih tepat, 
sekaligus mengurangi kesalahan dalam identifikasi secara langsung. 

Penelitian sebelumnya telah mengkaji klasifikasi penyakit pada tanaman dengan menggunakan 
metode Deep Learning dan Machine Learning. Penggunaan CNN dengan arsitektur MobileNetV1 
dan teknik Feature Extraction dalam deteksi penyakit pada daun padi mencapai akurasi 92%, 
tetapi penelitian ini terbatas oleh ukuran dataset yang kecil sehingga rentan terhadap overfitting 
[16]. Selanjutnya Penggunaan Support Vector Machine (SVM) dengan kombinasi fitur tekstur dan 
warna untuk klasifikasi penyakit daun jagung, mencapai akurasi 99,5% [17]. Sementara itu, 
penelitian menggunakan model hybrid CNN-SVM untuk klasifikasi kesegaran daging ayam, 
mencapai akurasi 95%, namun model terhambat oleh distribusi dataset yang tidak merata yang 
menyebabkan proses pelatihan dan pengujian tidak maksimal [18]. Penelitian lainnya yang 
menggunakan hybrid model yaitu implementasi algoritma VGG-16 dengan Support Vector 
Machine untuk melakukan klasifikasi jenis buah dan sayuran mendapatkan akurasi sebesar 
91,76%[19]. 

Dataset daun padi sering menghadirkan tantangan visual yang kompleks, seperti variasi 
intensitas warna, pola gejala penyakit yang tidak konsisten, serta keberadaan noise atau gangguan 
dari latar belakang gambar yang dapat mengaburkan informasi penting. Penelitian ini 
mengusulkan penerapan model hybrid CNN-SVM untuk mengatasi tantangan tersebut sekaligus 
memperbaiki keterbatasan model sebelumnya. Pendekatan ini memadukan keunggulan CNN 
dalam mengekstraksi fitur visual yang mendalam dan kompleks dengan keandalan SVM dalam 
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menangani data non-linear, menjadikannya lebih efektif untuk klasifikasi penyakit daun padi. 
Berbeda dengan metode tunggal seperti CNN MobileNetV1 yang rentan terhadap overfitting 
akibat keterbatasan dataset [16], atau SVM yang mengandalkan fitur tekstur dan warna yang 
kurang optimal pada dataset dengan karakteristik beragam [17], model hybrid CNN-SVM 
dirancang untuk menghasilkan klasifikasi yang lebih stabil dan akurat. Meskipun kombinasi CNN-
SVM telah diterapkan di domain lain, studi dalam domain pertanian, khususnya untuk klasifikasi 
penyakit pada daun padi, masih jarang dilakukan. Penelitian ini bertujuan mengisi gap tersebut 
dengan menawarkan solusi inovatif yang mampu mengatasi masalah overfitting dan 
ketidakseimbangan distribusi data, sehingga memberikan kontribusi signifikan terhadap 
pengembangan teknologi deteksi penyakit tanaman. 

2. Metode Penelitian 
Penelitian ini mengaplikasikan metode CRISP-DM (Cross-Industry Standard Process for Data 
Mining). CRISP-DM adalah pendekatan sistematis yang dirancang khusus untuk melakukan untuk 
melakukan perancangan dan pelatihan model serta proses data mining secara terstruktur dan 
efektif yang terdiri dari 6 tahap [20]. Dalam penelitian ini, tahapan yang diterapkan mencakup 
seluruh proses CRISP-DM hingga tahap evaluasi, sementara tahap deployment tidak diterapkan 
dalam penelitian ini. 

Business Understanding 
Penelitian ini berfokus pada pembuatan model klasifikasi jenis penyakit daun padi yang 
diharapkan dapat membantu mengidentifikasi penyakit secara efektif dan akurat. Serangan 
penyakit pada tanaman padi yang dapat menurunkan hasil panen secara signifikan, menjadi 
tantangan besar bagi petani dan berpotensi menimbulkan kerugian ekonomi. Dari hal tersebut, 
tujuan dilakukannya penelitian ini adalah menemukan solusi untuk deteksi dini penyakit daun 
padi agar pengendalian dapat dilakukan tepat waktu, sehingga mengurangi risiko gagal panen. 
Dengan mengusulkan model hybrid CNN-SVM, yang mengombinasikan kemampuan CNN dalam 
mengekstraksi fitur visual dengan keandalan SVM dalam mengklasifikasikan data non-linear, 
penelitian ini diharapkan dapat meningkatkan akurasi identifikasi serta mengatasi risiko 
overfitting.  

Data Understanding 
Penelitian ini menggunakan dataset dari Kaggle yang dipublikasikan oleh pengguna Yuji Itadori 
[21]. Dataset memiliki total 11.790 gambar daun padi yang terbagi ke dalam sembilan kelas: 
Bacterial Leaf Blight (1.197 gambar), Brown Spot (1.546 gambar), Healthy Rice Leaf (1.085 
gambar), Leaf Blast (1.748 gambar), Leaf Scald (1.332 gambar), Narrow Brown Leaf Spot (954 
gambar), Neck Blast (1.000 gambar), Rice Hispa (1.299 gambar), dan Sheath Blight (1.629 
gambar). Setiap kelas mencakup pola visual spesifik yang penting dalam proses ekstraksi fitur dan 
klasifikasi penyakit pada daun padi. Gambar berikut menunjukkan distribusi jumlah data pada 
setiap kelas. 
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Gambar 1.  Distribusi data tiap kelas 

Data Preparation 
Pada tahap Data Preparation, dataset diolah agar siap digunakan dalam model klasifikasi. Untuk 
meningkatkan variasi dalam dataset, dilakukan augmentasi data secara manual karena distribusi 
data setiap kelas tidak merata. Augmentasi ini mencakup rotation, di mana gambar diputar 
dengan sudut tertentu untuk mensimulasikan variasi orientasi daun, scaling, yang mengubah 
ukuran gambar untuk merepresentasikan perbedaan ukuran daun,  flipping, yaitu mencerminkan 
gambar secara horizontal atau vertikal untuk menambah variasi orientasi, serta color 
manipulation, seperti penyesuaian warna, kecerahan, atau kontras untuk mensimulasikan 
perubahan kondisi pencahayaan. Setelah augmentasi selanjutnya gambar daun padi diubah ke 
ukuran seragam 224x224 piksel, sementara nilai pikselnya dinormalisasi ke rentang 0 hingga 1 
untuk mempercepat konvergensi dan menjaga stabilitas selama pelatihan. Dataset kemudian 
dibagi menjadi dua bagian: training dan test. 80% data dialokasikan untuk training dan 20% 
dialokasikan untuk test untuk mengevaluasi secara objektif kinerja model. Karena model 
menggunakan pendekatan hybrid CNN-SVM, label diubah dari format one-hot encoding ke format 
numerik biasa agar sesuai dengan input yang diharapkan oleh SVM, memastikan seluruh data siap 
untuk proses pelatihan dan pengujian model secara efektif. 

Modeling 
Pada tahap modeling, penelitian ini menerapkan pendekatan hybrid antara Convolutional Neural 
Network (CNN) dan Support Vector Machine (SVM) untuk mengklasifikasikan penyakit daun padi. 
Dalam penelitian ini, CNN bertanggung jawab dalam proses feature learning, yang mencakup 
identifikasi pola spesifik pada gambar daun yang terinfeksi penyakit. VGG-16 dipilih sebagai 
arsitektur CNN karena strukturnya yang mendalam namun efisien dalam mendeteksi pola visual 
pada gambar daun padi beresolusi tinggi, sehingga diharapkan mampu memaksimalkan proses 
ekstraksi fitur. 

Hasil ekstraksi fitur melalui VGG-16 kemudian diklasifikasikan menggunakan SVM. Karena 
dataset yang digunakan merupakan multi-class, pendekatan one-vs-rest diterapkan pada SVM 
untuk menangani klasifikasi. Metode one-vs-rest dipilih karena memungkinkan setiap kelas 
penyakit diuji terhadap gabungan semua kelas lain sebagai satu kategori, sehingga meningkatkan 
keakuratan klasifikasi dalam kondisi multi-class dan membantu mengatasi potensi kesalahan 
klasifikasi. Pada penelitian ini, digunakan kernel linear pada SVM karena lebih efisien dalam 
komputasi, terutama pada dataset dengan dimensi fitur tinggi yang dihasilkan oleh VGG-16. 
Kernel linear juga dipilih karena distribusi fitur yang dihasilkan dari ekstraksi CNN sudah cukup 
representatif, sehingga data antar kelas dapat dipisahkan secara linear tanpa perlu pemetaan ke 
ruang dimensi yang lebih tinggi seperti yang dilakukan oleh kernel non-linear (misalnya RBF). 
Selain itu, kernel linear memiliki risiko overfitting yang lebih rendah dibandingkan kernel non-
linear, menjadikannya pilihan yang lebih stabil untuk dataset ini. 

Evaluation 
Pada tahap evaluasi model, dilakukan pengukuran kinerja model hybrid CNN-SVM dalam 
mengklasifikasikan penyakit daun padi menggunakan empat metrik utama: accuracy, precission, 
recall, dan F1-score. Metrik tersebut dipilih untuk memberikan gambaran menyeluruh terkait 
performa model, baik secara keseluruhan maupun pada setiap kelas penyakit secara spesifik. 
Masing-masing metrik ini memberikan pandangan yang spesifik tentang kinerja model dalam 
berbagai aspek, terutama dalam menangani ketepatan dan kelengkapan klasifikasi untuk setiap 
kelas penyakit. Penggunaan keempat metrik ini memberikan evaluasi yang lebih mendalam 
terhadap performa model, memastikan bahwa model tidak hanya baik secara keseluruhan 
(melalui akurasi) tetapi juga andal dalam hal ketepatan, sensitivitas, dan keseimbangan dalam 
klasifikasi pada tiap kelas penyakit. 
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3. Hasil  
Evaluasi hasil kinerja model dilakukan menggunakan confusion matrix yang ditunjukan pada 
gambar 2. Gambar tersebut memvisualisasikan hasil klasifikasi penyakit daun padi pada data uji. 
Confusion matrix memberikan informasi rinci tentang prediksi benar dan salah untuk masing-
masing kelas, yaitu Bacterial Leaf Blight, Brown Spot, Healthy Rice Leaf, Leaf Blast, Leaf Scald, 
Narrow Brown Leaf Spot, Neck Blast, Rice Hispa, dan Sheath Blight. Dengan visualisasi ini, kita 
dapat menilai tingkat akurasi model dalam mengenali setiap kelas penyakit secara spesifik dan 
mengidentifikasi kelas yang memiliki tingkat kesalahan prediksi tinggi. 

 

Gambar 2.  Confusion Matrix 

Berdasarkan confusion matrix pada Gambar 2, Model menunjukkan performa yang sangat baik 
dalam melakukan klasifikasi berbagai jenis penyakit pada daun padi. Kelas Brown Spot dan Sheath 
Blight memiliki jumlah prediksi benar yang sangat tinggi, masing-masing sebanyak 300 dan 323 
sampel, yang menunjukkan kemampuan model dalam mengenali kedua kelas ini dengan akurasi 
yang tinggi. Kelas Leaf Blast dan Rice Hispa juga menunjukkan performa yang baik, dengan 
masing-masing 342 dan 242 sampel yang diklasifikasikan dengan benar. 

Selain confusion matrix, performa model dalam mengklasifikasikan penyakit pada daun padi juga 
dapat dilihat melalui classification report yang divisualisasikan dalam bentuk heatmap pada 
Gambar 3. Heatmap ini menampilkan metrik precision, recall, dan f1-score untuk masing-masing 
kelas, yang memberikan penilaian lebih rinci terhadap kemampuan model dalam 
mengidentifikasi setiap kategori penyakit. 
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Gambar 3.  Classification Report Heatmap 

Dari classification report heatmap di atas, dapat dilihat bahwa model memiliki performa yang baik, 
ditunjukkan oleh nilai precision, recall, dan f1-score yang tinggi di hampir semua kelas penyakit 
daun padi. Metrik ini sangat penting dalam mengevaluasi seberapa efektif model dalam 
membedakan tiap kelas penyakit secara akurat. Sebagai contoh, pada kelas Leaf Blast, model 
menunjukkan hasil evaluasi yang sangat baik dengan nilai precision sebesar 0.94, recall sebesar 
0.96, dan f1-score sebesar 0.95. Berikut adalah penjelasan dari perhitungan untuk metrik 
tersebut: 

Berdasarkan confusion matrix pada gambar 2 dapat diketahui true positives (TP) untuk Leaf Blast 
adalah 342, false positives (FP) untuk Leaf Blast adalah 21, dan false negatives (FN) untuk Leaf 
Blast adalah 15. Berdasarkan  nilai TP, FP, dan FN yang sudah disebutkan perhitungan metrik 
untuk kelas Leaf Blast sebagai berikut : 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
= 

342

342+21
 =

342

363
   ≈ 0,94                                                  (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
= 

342

342+15
 =

342

357
  ≈ 0,96                                                          (2) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  2 𝑥
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 =  2 𝑥

0,94 𝑥 0,96

0,94+0,96
 =  2 𝑥

0,902

1,9
  ≈ 0,95      (3) 

Berdasarkan perhitungan di atas, didapatkan bahwa untuk kelas Leaf Blast, nilai precision 
yang diperoleh dari Persamaan (1) adalah 0,94. Selanjutnya, nilai recall yang dihitung 
dengan Persamaan (2) menghasilkan 0,96. Terakhir, nilai F1-score dihitung dengan  
Persamaan (3) menghasilkan 0,95. Nilai-nilai metrik ini sesuai dengan yang ditampilkan 
pada classification report heatmap. Perhitungan yang sama juga berlaku untuk kelas -kelas 
lain, sehingga nilai precision, recall, dan F1-score untuk setiap kelas dalam classification 
report heatmap sudah sesuai. Hasil ini menunjukkan bahwa model memiliki performa yang 
baik dalam mengenali kelas penyakit Leaf Blast. 

Pada tabel 1 di bawah ini menyajikan hasil evaluasi model secara komprehensif. Hasil 
evaluasi mencakup nilai akurasi pada data train dan test, yang memberikan gambaran umum 
mengenai performa model dalam membedakan antara data yang telah dilatih dan data yang 
baru. Selain itu, ditampilkan pula metrik evaluasi lainnya, yaitu precision, recall, dan F1-
Score untuk setiap kelas, yang memungkinkan analisis lebih mendalam terkait keakuratan 
model dalam mengklasifikasikan masing-masing kategori. 
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Tabel 1.  Hasil Evaluasi Model 

 Precission Recall F1-Score 

Bacterial Leaf Blight 0.93 0.93 0.93 
Brown Spot 0.93 0.96 0.94 
Healthy Rice Leaf 0.96 0.97 0.97 
Leaf Blast 0.94 0.96 0.95 
Leaf Scald 0.95 0.95 0.95 
Narrow Brown Leaf Spot 0.97 0.84 0.90 
Neck Blast 1.00 1.00 1.00 
Rice Hispa 0.96 0.97 0.97 
Sheath Blight 0.96 0.97 0.97 
Accuracy   0,95 
Macro Avg 0.95 0.95 0.95 
Weighted Avg 0.95 0.95 0.95 

 

Berdasarkan hasil yang ditampilkan pada Tabel 1 model menunjukkan performa yang 
sangat baik dengan nilai akurasi 95% pada data test. Ini berarti bahwa model mampu 
mengklasifikasikan 95% sampel data test dengan benar, Menunjukkan bahwa model 
memiliki kemampuan yang baik dalam menggeneralisasi data yang belum pernah dilihat 
sebelumnya.  Untuk nilai akurasi tersebut diperoleh dari perhitungan berikut :  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛
= 

2245

2358
 ≈ 0,95                                 (4) 

Sebagai perbandingan, penelitian sebelumnya yang menerapkan arsitektur MobileNetV1 dengan 
teknik Feature Extraction [16] memperoleh akurasi sebesar 92%. Meskipun hasil tersebut cukup 
baik, penelitian tersebut menggunakan dataset yang lebih kecil, yang berisiko menimbulkan 
masalah overfitting, di mana tingkat kesalahan pada data validasi lebih tinggi daripada pada data 
pelatihan. Sebaliknya, model dalam penelitian ini dapat mengurangi risiko overfitting dan 
mencapai akurasi yang lebih tinggi, yang menunjukkan bahwa pendekatan hybrid CNN-SVM lebih 
efektif dalam mengklasifikasikan penyakit pada daun padi, terutama ketika diterapkan pada 
dataset yang lebih besar dan lebih beragam. 

4. Pembahasan 
Confusion Matrix pada Gambar 2 menunjukkan bahwa beberapa kelas mengalami tingkat 
kesalahan prediksi yang signifikan, terutama pada kelas Narrow Brown Leaf Spot, yang memiliki 
12 sampel salah diklasifikasikan sebagai Brown Spot, serta kesalahan lainnya pada beberapa kelas. 
Hal ini menunjukkan bahwa model mengalami kesulitan dalam membedakan kelas-kelas yang 
memiliki karakteristik visual serupa, seperti pola gejala dan intensitas warna antara Narrow 
Brown Leaf Spot dan Brown Spot. Kesalahan serupa juga terjadi pada kelas Bacterial Leaf Blight, 
di mana beberapa sampel salah diklasifikasikan sebagai Leaf Blast atau Sheath Blight, 
mengindikasikan tantangan model dalam menangkap fitur yang cukup spesifik untuk 
membedakan antar kelas.  

Berdasarkan Classification Report Heatmap pada Gambar 3 memberikan gambaran lebih 
mendalam terkait kemampuan model dalam mengenali setiap kelas penyakit. Kelas seperti Neck 
Blast menunjukkan performa optimal dengan nilai precision, recall, dan f1-score yang semuanya 
mencapai 1, mengindikasikan bahwa model hampir tidak melakukan kesalahan prediksi untuk 
kelas ini. Hal ini kemungkinan dipengaruhi oleh pola visual kelas tersebut yang lebih unik dan 
jelas dibandingkan kelas lain, sehingga memudahkan model dalam membedakannya. Sebaliknya, 
kelas Narrow Brown Leaf Spot memiliki nilai recall yang lebih rendah, yaitu 0,84, dibandingkan 
precision yang mencapai 0,97. Hal ini menunjukkan bahwa meskipun model cukup baik dalam 
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memprediksi data yang benar-benar berasal dari kelas ini, ada beberapa sampel Narrow Brown 
Leaf Spot yang gagal terdeteksi dengan benar dan diklasifikasikan sebagai kelas lain. Penurunan 
recall ini selaras dengan temuan sebelumnya pada confusion matrix, di mana sebagian besar 
kesalahan prediksi kelas Narrow Brown Leaf Spot terjadi karena kemiripannya dengan kelas 
Brown Spot. Kedua kelas ini memiliki karakteristik visual yang serupa, seperti pola bercak dan 
warna daun, yang membuat model kesulitan membedakannya. 

Selain itu, kesalahan ini dapat dipengaruhi oleh distribusi data yang tidak merata, sehingga model 
kurang terlatih untuk mengenali pola-pola spesifiknya. Noise dalam data gambar, seperti variasi 
pencahayaan, sudut pengambilan gambar, atau kualitas gambar, juga dapat berkontribusi pada 
penurunan performa pada kelas ini. Oleh karena itu, upaya peningkatan performa model pada 
kelas Narrow Brown Leaf Spot dapat dilakukan melalui augmentasi data lebih lanjut, 
pengumpulan lebih banyak sampel kelas ini, atau pengembangan teknik pra-pemrosesan data 
yang lebih canggih untuk mengurangi noise dan meningkatkan konsistensi fitur visual serta 
melakukan pengoptimalan fitur yang di ekstrak oleh model. Secara keseluruhan, confusion matrix 
dan classification report  heatmap ini membuktikan bahwa model memiliki akurasi yang tinggi 
dalam mengklasifikasikan sebagian besar kelas penyakit pada daun padi. Namun, untuk kelas-
kelas tertentu, model masih membutuhkan penyempurnaan agar dapat meningkatkan akurasi 
dan menurunkan kesalahan klasifikasi.  

Pada Tabel 1 dapat dilihat model memiliki akurasi sebesar 0.95 atau sekitar 95% lalu nilai 
macro average dan weighted average dari metrik precision, recall, dan F1-Score juga berada 
pada angka 0,95. Nilai macro average diperoleh dengan menghitung rata-rata precision, 
recall, dan F1-Score di semua kelas tanpa memperhitungkan jumlah sampel di setiap kelas. 
Nilai ini menunjukkan seberapa baik model dalam mengenali setiap kelas secara setara, 
terlepas dari distribusi data antar kelas. Sementara itu, weighted average dihitung dengan 
mempertimbangkan jumlah sampel pada setiap kelas, memberikan bobot lebih tinggi pada 
kelas dengan jumlah sampel yang lebih besar. Nilai ini mencerminkan performa model 
secara keseluruhan dengan mempertimbangkan proporsi data di setiap kelas. 

Dengan nilai yang tinggi pada kedua jenis rata-rata ini, dapat disimpulkan bahwa model 
memiliki performa yang seimbang di seluruh kelas (berdasarkan macro average), sekaligus 
mempertahankan performa yang kuat pada kelas-kelas dengan jumlah sampel yang lebih 
besar (berdasarkan weighted average). Hal ini sangat penting untuk penerapan praktis, 
karena menunjukkan bahwa model dapat mengenali berbagai kategori dengan efektif tanpa 
adanya bias yang signifikan terhadap kelas tertentu. Secara keseluruhan, akurasi tinggi dan 
kestabilan nilai metrik ini menunjukkan potensi kuat dari model untuk diimplementasikan 
pada kasus nyata yang memerlukan klasifikasi data yang andal dan akurat.  

5. Penutup 
Penelitian ini berhasil mengembangkan model klasifikasi penyakit daun padi menggunakan 
pendekatan hybrid CNN-SVM yang mencapai akurasi tinggi, yaitu 95% pada data uji. Model 
menunjukkan performa unggul dalam mendeteksi berbagai jenis penyakit daun padi, dengan 
precision, recall, dan F1-score rata-rata di atas 0,90, yang menunjukkan keakuratan, ketepatan, 
dan sensitivitas yang sangat baik pada sebagian besar kelas. Evaluasi menggunakan confusion 
matrix dan classification report mengindikasikan kemampuan klasifikasi yang kuat, meskipun 
terdapat beberapa keterbatasan yang perlu diperhatikan. Salah satu keterbatasan utama adalah 
kesulitan model dalam membedakan kelas dengan karakteristik visual yang serupa, seperti 
Narrow Brown Leaf Spot yang sering salah diklasifikasikan sebagai Brown Spot. Hal ini 
menunjukkan bahwa model masih kesulitan menangkap fitur-fitur unik yang membedakan kelas-
kelas tersebut. Selain itu, distribusi data yang tidak merata, dengan beberapa kelas memiliki 
jumlah sampel yang jauh lebih sedikit dibandingkan kelas lain, turut memengaruhi performa 
model, terutama pada kelas dengan jumlah data yang lebih sedikit. Noise dalam data gambar, 
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seperti variasi pencahayaan, sudut pengambilan gambar, atau kualitas gambar, juga menjadi 
faktor yang dapat memengaruhi akurasi prediksi model. 

Untuk mengatasi keterbatasan ini, penelitian lebih lanjut disarankan untuk memperluas dataset 
dengan menambahkan lebih banyak variasi citra pada setiap kelas guna meningkatkan 
representasi data dan mengurangi ketidakseimbangan. Teknik augmentasi data yang lebih 
komprehensif juga dapat membantu mengurangi risiko overfitting dan meningkatkan ketahanan 
model terhadap variasi lingkungan. Selain itu, eksplorasi arsitektur CNN yang lebih kompleks atau 
teknik ekstraksi fitur yang lebih spesifik dapat memperbaiki kinerja model, terutama untuk kelas-
kelas dengan kemiripan visual tinggi. Melakukan integrasi model ke dalam aplikasi berbasis 
mobile atau web juga dapat mempermudah deteksi penyakit daun padi secara cepat dan efektif di 
lapangan sehingga dapat membantu petani mengurangi risiko gagal panen. 
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