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Abstrak 

Klasifikasi ras kucing berdasarkan gambar menjadi tantangan karena perbedaan penampilan antar ras yang halus dan 
pengaruh lingkungan. Penelitian ini mengembangkan sistem klasifikasi otomatis berbasis arsitektur Inception V4 
dengan pendekatan CRISP-DM, meliputi pemahaman bisnis, persiapan data, pemodelan, evaluasi, dan penerapan. 
Dataset yang digunakan berasal dari Oxford IIIT Pet Dataset, mencakup 12 ras kucing populer, dan diproses melalui 
pembersihan, augmentasi, normalisasi, serta pembagian menjadi data pelatihan (80%) dan validasi (20%). Model 
dilatih selama 25 epoch, mencapai akurasi validasi tertinggi 93.31%, dengan rata-rata precision, recall, dan f1-score 
sebesar 93%. Sistem ini diterapkan dalam aplikasi web berbasis Flask, memungkinkan klasifikasi real-time melalui 
unggahan gambar. Meskipun performa keseluruhan sangat baik, ras tertentu seperti Bengal menunjukkan peluang 
untuk perbaikan. Hasil ini menunjukkan bahwa model memiliki potensi besar untuk mendukung diagnosis kesehatan 
hewan peliharaan dan pelestarian ras. Penelitian ini memberikan kontribusi signifikan dalam pengembangan teknologi 
klasifikasi berbasis gambar, dengan saran untuk meningkatkan performa melalui augmentasi berbasis GAN dan 
pengujian pada dataset yang lebih beragam untuk generalisasi yang lebih baik. 
Kata Kunci: Ras kucing; CNN; Inception V4; Pengenalan Gambar; Klasifikasi 

 
Abstract 

Classifying cat breeds based on images presents challenges due to subtle differences in appearance among breeds and 
environmental influences. This study developed an automated classification system utilizing the Inception V4 architecture 
with a CRISP-DM approach, encompassing business understanding, data preparation, modeling, evaluation, and 
deployment. The dataset used was derived from the Oxford IIIT Pet Dataset, covering 12 popular cat breeds, and underwent 
cleaning, augmentation, normalization, and partitioning into training (80%) and validation (20%) datasets. The model 
was trained over 25 epochs, achieving a highest validation accuracy of 93.31% with average precision, recall, and f1-score 
of 93%. The system was implemented as a Flask-based web application, enabling real-time classification through image 
uploads. While overall performance was strong, certain breeds such as Bengal exhibited potential for further improvement.  
The findings demonstrate the model's significant potential to support pet health diagnosis and breed conservation efforts. 
This study contributes substantially to the development of image-based classification technology, with recommendations 
for performance enhancements through GAN-based data augmentation and testing on more diverse datasets to improve 
generalizability. 
Keywords: Cat race; CNN; Inception V4; Image Recognition; Classification 

 

1. Pendahuluan 
Kucing, atau Felis catus [1], adalah mamalia karnivora yang populer sebagai hewan peliharaan di 
seluruh dunia. Sejarahnya sebagai pemburu hama di pemukiman manusia kuno telah 
bertransformasi menjadi peran mereka sebagai sahabat dalam rumah tangga modern. Di 
Indonesia, jumlah pemelihara kucing meningkat signifikan, dari 2,15 juta ekor pada tahun 2016 
menjadi 4,80 juta ekor pada tahun 2022 [2], menjadikannya hewan peliharaan terbanyak di 
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negara ini. Kucing memiliki beragam ras dengan ciri fisik dan perilaku yang berbeda. Menurut Cat 
Fanciers’ Association (CFA), terdapat 41 jenis ras kucing, seperti Persia dan Maine Coon. Namun, 
mengidentifikasi ras kucing bisa sulit karena variasi dalam penampilan dan faktor lingkungan 
yang mempengaruhi mereka. Hal ini menimbulkan tantangan bagi pemilik dalam merawat kucing 
sesuai kebutuhan spesifik setiap ras. 

Penelitian ini menggunakan hanya 12 ras kucing dari total 41 ras yang diakui oleh Cat Fanciers’ 
Association. Pemilihan ini dilakukan untuk fokus pada ras-ras yang paling umum dipelihara dan 
dikenal di Indonesia, serta untuk memudahkan pengumpulan data yang berkualitas. Dengan 
membatasi jumlah ras, penelitian dapat lebih mendalam dalam analisis dan pengembangan model 
klasifikasi yang lebih akurat. Selain itu, pemilihan 12 ras ini memungkinkan peneliti untuk 
mengelola dataset dengan lebih efisien, mengingat tantangan dalam mengumpulkan gambar 
berkualitas tinggi untuk setiap ras yang ada. Dengan demikian, meskipun jumlah ras yang 
dianalisis lebih sedikit, penelitian ini tetap dapat memberikan kontribusi signifikan dalam 
pengembangan sistem klasifikasi ras kucing. 

Mengidentifikasi ras kucing bisa sulit karena variasi dalam penampilan dan faktor lingkungan 
yang mempengaruhi mereka. Hal ini menimbulkan tantangan bagi pemilik dalam merawat kucing 
sesuai kebutuhan spesifik setiap ras. Permasalahan ini semakin kompleks karena kurangnya 
pengetahuan pemilik tentang karakteristik masing-masing ras, yang dapat menyebabkan 
kesalahan dalam perawatan dan pemeliharaan. Selain itu, ketidakpastian dalam mengenali ras 
kucing dapat mengakibatkan kesulitan dalam memberikan nutrisi yang tepat dan perawatan 
kesehatan yang sesuai, sehingga mempengaruhi kualitas hidup kucing tersebut. 

Terdapat beberapa penelitian terdahulu yang memiliki keterkaitan dengan penelitian yang 
diusulkan, atas dasar tersebut lah dilakukan kajian literatur pada penelitian ini untuk 
mengidentifikasi perbedaan pembahasan yang dihadirkan. Terdapat penelitian serupa yang 
bertujuan untuk mampu mengenali dan mengklasifikasikan jenis ras kucing dengan 
menggunakan YOLOv5, namun mendapatkan hasil terbaik pada epoch ke 60 dan batch size 
diberikan nilai 16 [3]. Penelitian terdahulu menunjukkan berbagai hasil yang dapat ditingkatkan 
dalam pengembangan model klasifikasi ras kucing menemukan bahwa model Xception yang 
dikombinasikan dengan transfer learning dan fine-tuning menghasilkan akurasi tertinggi sebesar 
93.75%, namun masih ada potensi untuk meningkatkan nilai precision, recall, dan f1-score yang 
masing-masing berada di angka 93.74%, 93.56%, dan 93.64% [4]. Gunawan et al. (2024) 
mengembangkan model CNN untuk mengenali lima jenis ras kucing, tetapi hanya mencapai 
akurasi 77.62% dengan akurasi validasi sebesar 60% dengan iterasi 500 kali, menunjukkan 
adanya ruang untuk perbaikan dalam pengoptimalan model [5]. 

Arsitektur EfficientNet-B0 dipergunakan dan mencapai akurasi tertinggi 98%, namun mengalami 
masalah overfitting, dengan akurasi optimalnya turun menjadi 95% dan akurasi validasi 91% [6]. 
Ramadhan & Setiawan (2023) menemukan bahwa MobileNetV2 adalah model dasar terbaik 
dengan akurasi 82% pada skenario ID-12, yang menunjukkan bahwa ada potensi untuk 
meningkatkan performa dengan eksplorasi lebih lanjut terhadap arsitektur lain [7]. Dilaporkan 
juga peningkatan akurasi dari 78% pada epoch pertama menjadi 90% pada epoch ke-20, tetapi 
stabilitas hasil pada epoch terakhir menunjukkan perlunya lebih banyak iterasi untuk mencapai 
konsistensi yang lebih baik [8]. Hasil-hasil ini menyoroti pentingnya penelitian lebih lanjut untuk 
meningkatkan akurasi dan mengatasi masalah overfitting dalam klasifikasi ras kucing. 

Pada beberapa penelitian lainnya [9][10] mengusulkan pendekatan Inception V4 untuk 
mendeteksi COVID-19 secara otomatis melalui citra. Terdapat salah satu model ini mencapai 
akurasi 99,63% [11], sensitivitas 98,55%, dan spesifisitas 100%, yang secara signifikan lebih 
unggul dibandingkan metode lain seperti ResNet18 (sensitivitas 94,5%, spesifisitas 92,5%) dan 
DenseNet121 (sensitivitas 94,3%, spesifisitas 86,0%) yang diuji pada dataset serupa. Tingginya 
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akurasi dan metrik evaluasi lainnya menunjukkan potensi Inception V4 dalam mendukung 
pengembangan teknologi diagnosis otomatis dalam dunia penelitian. 

2. Metode Penelitian 
Metode penelitian ini akan diuraikan menggunakan kerangka CRISP-DM [12][13][14] untuk 
pengembangan sistem klasifikasi ras kucing berbasis gambar dengan arsitektur Inception V4.  

 

Gambar 1. Proses CRISP-DM [15][16] 

Business Understanding 
Tujuan penelitian ditetapkan untuk mengembangkan sistem klasifikasi ras kucing yang akurat 
berdasarkan gambar, serta menentukan jenis data mining yang digunakan yaitu klasifikasi, 
dengan kriteria keberhasilan yang mencakup akurasi dan presisi model. Selanjutnya, pada fase 
Data Understanding, data dikumpulkan dari dataset publik bernama Oxford IIIT [17] dan hanya 
mengambil ras kucing dari dataset tersebut yang mencakup 12 kelas ras kucing yang terdiri dari 
Abyssinian, Bengal, Birman, Bombay, British, Shorthair, Egyptian Mau, Maine Coon, Persian, 
Ragdoll, Russian Blue, Siamese, Sphynx. Analisis awal dilakukan untuk memahami kualitas data 
dan distribusi ras dalam dataset. 

Data Preparation 
Pemilihan data dilakukan dengan menentukan kriteria inklusi dan eksklusi untuk memilih 
gambar yang akan digunakan dalam pelatihan dan pengujian model. Kriteria inklusi mencakup 
gambar kucing yang jelas, terlabeli dengan benar, dan mencakup berbagai ras yang ingin 
dipelajari, dalam hal ini mencakup 12 ras yaitu Abyssinian, Bengal, Birman, Bombay, British, 
Shorthair, Egyptian Mau, Maine Coon, Persian, Ragdoll, Russian Blue, Siamese, Sphynx. Gambar-
gambar ini harus memiliki resolusi yang cukup tinggi untuk memungkinkan ekstraksi fitur yang 
akurat. Di sisi lain, kriteria eksklusi meliputi gambar yang buram, tidak relevan, atau tidak 
terlabeli dengan benar, serta gambar kucing yang tidak sesuai dengan ras yang ditentukan. Selain 
itu, gambar dengan pencahayaan yang buruk atau latar belakang yang terlalu rumit juga 
dikeluarkan dari dataset untuk menghindari kebingungan dalam proses klasifikasi. Dengan 
menerapkan kriteria ini, diharapkan model dapat dilatih dengan data yang berkualitas tinggi dan 
representatif. Pra-pemrosesan data mencakup pembersihan data untuk menangani kualitas data 
yang buruk, serta melakukan augmentasi data, normalisasi, dan pembagian dataset menjadi set 
pelatihan dan pengujian yang dimana dibagi menjadi 80% data untuk pelatihan dan 20% untuk 
validasi. 
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Modeling 
Arsitektur Inception V4 dari CNN dipilih sebagai model klasifikasi. Model dibangun dengan 
mengatur parameter pelatihan dan melakukan tuning hyperparameter awal, kemudian dilatih 
menggunakan dataset pelatihan dan diuji pada subset dataset pengujian untuk mengevaluasi 
performa awal. Arsitektur Inception V4 ini adalah jaringan saraf konvolusi yang dirancang untuk 
tugas klasifikasi gambar. Prosesnya dimulai dari lapisan input yang menerima gambar berukuran 
299x299 piksel dengan 3 saluran warna (RGB). Setelah itu, gambar diproses oleh lapisan "Stem," 
yang melakukan serangkaian konvolusi untuk menghasilkan peta fitur berukuran 35x35 dengan 
384 saluran [18][19]. Lapisan ini menjadi fondasi dasar yang menangkap pola-pola awal dari 
gambar input. Selanjutnya, terdapat empat modul "Inception-A" yang berfungsi menangkap 
berbagai tingkat fitur spasial dengan keluaran yang tetap berukuran 35x35x384. Setelah modul 
ini, lapisan "Reduction-A" digunakan untuk mengurangi dimensi spasial dari 35x35 menjadi 
17x17 sambil meningkatkan kedalaman fitur menjadi 1024. Proses ini membantu memampatkan 
peta fitur tanpa kehilangan informasi penting. Kemudian, tujuh modul "Inception-B" ditambahkan 
untuk mengekstraksi fitur yang lebih kompleks sambil mempertahankan ukuran keluaran 
17x17x1024. Setelah itu, lapisan "Reduction-B" kembali mengurangi dimensi spasial dari 17x17 
menjadi 8x8 dengan kedalaman yang meningkat menjadi 1536. Reduksi ini penting untuk 
persiapan tahap ekstraksi fitur yang lebih mendalam. Tiga modul "Inception-C" selanjutnya 
difokuskan untuk menangkap pola tingkat tinggi, dengan keluaran berukuran 8x8x1536. Setelah 
modul ini, diterapkan lapisan average pooling global, yang mereduksi dimensi spasial menjadi 
vektor berdimensi 1536 dengan mengambil rata-rata dari setiap peta fitur [20]. Langkah ini 
memadatkan informasi menjadi satu vektor saja. Kemudian, lapisan dropout dengan keep rate 0,8 
(atau 20% dropout) digunakan untuk mengurangi overfitting pada model. Akhirnya, lapisan 
softmax menghasilkan probabilitas untuk 1000 kelas, yang digunakan untuk menentukan 
keputusan klasifikasi akhir [21]. Setiap lapisan dan modul dalam arsitektur Inception V4 
dirancang untuk menangkap fitur yang semakin rinci dan abstrak dari gambar input, 
menjadikannya efektif dalam tugas klasifikasi gambar dengan tingkat akurasi yang tinggi. 
Perhitungan dalam Inception V4 melibatkan hasil konvolusi antara input dan filter, serta 
penerapan normalisasi batch untuk menormalkan data sebelum memasukkannya ke dalam fungsi 
aktivasi. Struktur lapisan dalam Inception V4 mencakup berbagai jenis lapisan seperti 
ConvNormAct, MaxPool, AvgPool, dan Inception Modules. Dengan desain ini, Inception V4 mampu 
menangkap berbagai fitur dari gambar secara efisien, menjadikannya salah satu arsitektur CNN 
yang paling kuat untuk tugas klasifikasi gambar. 

Evaluation 
Fase Evaluation dilakukan untuk memeriksa hasil klasifikasi terhadap tujuan bisnis yang 
ditetapkan. Hasil dievaluasi menggunakan metrik seperti akurasi, presisi, recall, dan F1-score. 
Selain itu, analisis efisiensi juga dilakukan untuk memastikan efisiensi proses model. Umpan balik 
dari pemangku kepentingan juga dikumpulkan untuk menilai performa, efisiensi, dan kegunaan 
model, memastikan bahwa hasil yang diperoleh sejalan dengan kebutuhan dan harapan bisnis. 

Deployment 
Model klasifikasi diimplementasikan ke dalam aplikasi praktis berbasis web sederhana yang 
memungkinkan pengguna mengunggah gambar kucing untuk klasifikasi ras secara real-time. 
Pemantauan performa sistem pasca-implementasi direncanakan serta pemeliharaan dan 
pembaruan model dilakukan berdasarkan umpan balik dari pengguna. Dengan mengikuti 
langkah-langkah dalam kerangka CRISP-DM ini, penelitian diharapkan dapat menghasilkan 
sistem klasifikasi ras kucing yang efektif dan memberikan kontribusi signifikan dalam 
pengembangan teknologi pengenalan objek berbasis gambar. 
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3. Hasil 
Hasil pelatihan model menunjukkan peningkatan kinerja yang signifikan pada data pelatihan dan 
validasi selama 25 epoch. Waktu pelatihan untuk setiap epoch rata-rata berada di kisaran 62-64 
detik, sedangkan waktu validasi berkisar antara 6.47 hingga 7.10 detik. Pada epoch pertama, 
model memiliki Training Loss sebesar 1.0088 dengan Training Accuracy 75.03%, sedangkan 
Validation Loss adalah 0.3495 dengan Validation Accuracy 87.66%. Seiring pelatihan, model 
menunjukkan penurunan konsisten pada Training Loss hingga mencapai nilai serendah 0.0040 di 
epoch ke-24, dengan Training Accuracy mencapai 100%. Validation Loss mengalami fluktuasi 
namun secara umum menunjukkan tren penurunan hingga mencapai 0.2259 pada epoch ke-9, 
dengan Validation Accuracy tertinggi sebesar 93.31%. Namun, pada beberapa epoch terakhir, 
Validation Loss sedikit meningkat tetapi masih menunjukkan stabilitas pada nilai yang rendah. 
Validation Accuracy berkisar antara 92.26% hingga 93.31% pada akhir pelatihan, 
mengindikasikan bahwa model berhasil mempertahankan performa generalisasi yang baik. 

 

 

Gambar 1. Diagram Perkembangan Akurasi dan Loss Setiap Epochs 

 

Gambar 2. Hasil Confusion Matrix 

Dari hasil laporan klasifikasi yang diperoleh, model menunjukkan performa yang sangat baik 
dengan rata-rata precision, recall, dan f1-score masing-masing sebesar 93%. 
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Tabel 1.  Classification Report 

 Precision Recall F1-score Support 
Abyssinian 0.91 0.98 0.94 42 
Bengal 0.89 0.69 0.77 35 
Birman 0.81 0.97 0.88 39 
Bombay 0.92 1.00 0.96 34 
British Shorthair 0.93 0.95 0.94 39 
Egyptian Mau 0.92 0.94 0.93 48 
Maine Coon 0.93 0.95 0.94 43 
Persian 1.00 0.91 0.96 35 
Ragdoll 0.89 0.82 0.85 39 
Russian Blue 0.97 0.91 0.94 33 
Siamese 0.98 0.96 0.97 47 
Sphynx 1.00 1.00 1.00 44 
     
Accuracy   0.93 478 
Macro Avg 0.93 0.93 0.93 478 
Weighted Avg 0.93 0.93 0.93 478 

 

Aplikasi website berbasis Flask sederhana untuk mendeteksi ras kucing dirancang sebagai solusi 
inovatif dalam mengenali jenis kucing berdasarkan gambar yang diunggah pengguna. Dengan 
menggunakan Python sebagai basis pengembangan, aplikasi ini memanfaatkan framework Flask 
untuk menyediakan antarmuka yang responsif dan mudah digunakan. Teknologi deteksi berbasis 
pembelajaran mesin diterapkan melalui model klasifikasi yang telah dilatih menggunakan dataset 
gambar kucing dari berbagai ras. Pengguna dapat mengunggah gambar kucing mereka, dan 
aplikasi akan menganalisis serta menampilkan hasil identifikasi ras beserta informasi tambahan 
terkait karakteristik ras tersebut. 

 

Gambar 3. Tampilan Awal Web Sederhana 

 

Gambar 4. Hasil Prediksi 
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4. Pembahasan 
Hasil penelitian menunjukkan bahwa model berhasil belajar secara efektif dari data pelatihan, 
sebagaimana terlihat dari penurunan Training Loss yang konsisten hingga mencapai nilai 
serendah 0.0040 pada epoch ke-24 dan peningkatan Training Accuracy yang mencapai 100%. 
Tren ini menunjukkan bahwa model mampu meminimalkan error pada data pelatihan secara 
signifikan. Namun, analisis lebih mendalam terhadap fluktuasi Validation Loss mengindikasikan 
beberapa poin yang patut dicermati. Validation Loss sempat mengalami kenaikan pada beberapa 
epoch, khususnya pada epoch ke-6 hingga ke-12, meskipun Validation Accuracy tetap stabil di 
atas 92%. Hal ini dapat mengindikasikan bahwa model mulai mengalami overfitting ringan pada 
data pelatihan, di mana model terlalu fokus pada pola spesifik dalam data pelatihan sehingga 
sedikit mengurangi kemampuannya untuk menggeneralisasi data validasi. Namun, stabilitas 
Validation Accuracy mengindikasikan bahwa efek overfitting ini relatif terkendali dan tidak 
berdampak signifikan pada performa generalisasi model. 

Dari sisi efisiensi, waktu pelatihan per epoch relatif konsisten, yaitu berkisar antara 62 hingga 64 
detik. Ini menunjukkan bahwa pelatihan dilakukan secara efisien tanpa adanya kendala signifikan 
dalam hal pengelolaan komputasi, seperti bottleneck pada GPU atau CPU yang digunakan. 
Konsistensi waktu validasi, yang berkisar antara 6.47 hingga 7.10 detik, juga mendukung 
kesimpulan bahwa proses validasi berjalan stabil dan efisien. Namun, terdapat sedikit 
peningkatan waktu validasi pada epoch terakhir (7.10 detik), yang dapat diakibatkan oleh ukuran 
batch data validasi yang sedikit tidak merata pada akhir pelatihan. Analisis ini menunjukkan 
bahwa pipeline pelatihan model dioptimalkan dengan baik, menghasilkan waktu pelatihan yang 
stabil dan memungkinkan iterasi cepat untuk mencapai hasil yang diinginkan. 

Efisiensi juga dapat dilihat dari kemampuan model mencapai akurasi validasi yang tinggi 
(maksimal 93.31%) dalam jumlah epoch yang relatif kecil (25 epoch). Model menunjukkan 
kemampuan untuk mempelajari pola secara cepat, sebagaimana terlihat dari Validation Accuracy 
yang sudah mencapai 91.00% pada epoch ke-2. Hal ini menunjukkan bahwa arsitektur model dan 
parameter awal yang digunakan cukup optimal dalam mendukung proses pelatihan. Namun, 
fluktuasi pada Validation Loss menunjukkan potensi untuk mengimprovisasi efisiensi lebih lanjut 
dengan tuning hiperparameter seperti learning rate, penggunaan regulasi seperti dropout, atau 
pendekatan early stopping untuk mencegah overfitting. 

Hasil pelatihan menunjukkan performa model yang sangat baik, dengan akurasi validasi 
maksimum sebesar 93.31%. Namun, terdapat beberapa aspek yang perlu dianalisis lebih lanjut 
untuk memahami dan meningkatkan hasil model. Performa yang lebih rendah pada beberapa ras 
kucing dibandingkan ras lainnya dapat disebabkan oleh kemiripan visual antar ras, seperti pola 
bulu dan warna mata yang hampir identik, yang dapat memperburuk kesalahan prediksi. 
Kekurangan fitur representasi unik untuk setiap ras juga dapat menjadi salah satu penyebab 
kurang optimalnya performa pada ras yang lebih kompleks atau sulit dibedakan secara visual. 
Untuk mengatasi hal ini, augmentasi data menjadi solusi penting, seperti rotasi, flipping, atau 
perubahan warna gambar untuk meningkatkan variasi data. 

Augmentasi data memainkan peran penting dalam mengatasi tantangan dalam pembelajaran, 
terutama dalam meningkatkan kemampuan model mengenali pola visual yang kompleks. Teknik 
augmentasi seperti rotasi, perubahan skala, dan penyesuaian warna tidak hanya menambah 
variasi data tetapi juga membantu model mengenali pola yang lebih kuat tanpa perlu 
meningkatkan jumlah data secara signifikan. Selain itu, metode lain seperti pemberian bobot lebih 
tinggi pada ras dengan tingkat kesalahan prediksi yang lebih besar juga dapat membantu 
memperbaiki performa model secara keseluruhan. 

Untuk percobaan dilakukan deployment berbasis aplikasi web sederhana menggunakan Flask 
untuk melakukan klasifikasi gambar menggunakan model deep learning berbasis PyTorch. 
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Pertama, aplikasi Flask diinisialisasi, dan folder 𝑈𝑃𝐿𝑂𝐴𝐷_𝐹𝑂𝐿𝐷𝐸𝑅  ditentukan sebagai 𝑠𝑡𝑎𝑡𝑖𝑐/
𝑢𝑝𝑙𝑜𝑎𝑑𝑠 untuk menyimpan gambar yang diunggah pengguna. Flask memastikan folder ini ada 
dengan menggunakan 𝑜𝑠.𝑚𝑎𝑘𝑒𝑑𝑖𝑟𝑠(). Model klasifikasi yang sudah dilatih disimpan dalam file 
𝑏𝑒𝑠𝑡_𝑖𝑛𝑐𝑒𝑝𝑡𝑖𝑜𝑛𝑣4_𝑚𝑜𝑑𝑒𝑙_𝑓𝑢𝑙𝑙. 𝑝𝑡ℎ, dan dimuat ke dalam memori menggunakan PyTorch dengan 
𝑡𝑜𝑟𝑐ℎ. 𝑙𝑜𝑎𝑑() . Model ini berada dalam mode evaluasi (𝑚𝑜𝑑𝑒𝑙. 𝑒𝑣𝑎𝑙() ), sehingga tidak akan 
diperbarui selama inferensi. Fungsi 𝑝𝑟𝑜𝑐𝑒𝑠𝑠_𝑖𝑚𝑎𝑔𝑒  mengatur preprocessing gambar sebelum 
diklasifikasikan. Fungsi ini mengubah gambar menjadi tensor, menyesuaikan ukurannya menjadi 
256x256 piksel, memotongnya ke ukuran 224x224, mengubah gambar ke bentuk tensor, dan 
menormalkannya dengan nilai rata-rata dan standar deviasi yang biasa digunakan pada model 
pre-trained di PyTorch. Aplikasi ini memiliki dua route utama: 

1. Route /  – Route utama atau home yang akan menampilkan halaman HTML sederhana 
(ℎ𝑜𝑚𝑒. ℎ𝑡𝑚𝑙) dengan formulir untuk mengunggah gambar. Formulir ini memiliki input untuk 
memilih file gambar dan tombol untuk mengirim gambar ke server. 

2. Route /𝑝𝑟𝑒𝑑𝑖𝑐𝑡  – Route ini menangani permintaan POST dari formulir. Aplikasi 
mendapatkan gambar yang diunggah, menyimpannya di folder uploads, dan memprosesnya 
dengan process_image. Tensor gambar kemudian diberikan ke model untuk prediksi. Output 
model diubah ke probabilitas menggunakan softmax, dan kelas dengan probabilitas tertinggi 
diambil sebagai prediksi. Prediksi, termasuk nama kelas dan tingkat kepastiannya dalam 
bentuk persentase, kemudian ditampilkan di halaman 𝑝𝑟𝑒𝑑𝑖𝑐𝑡. ℎ𝑡𝑚𝑙  bersama dengan 
gambar yang diunggah. 

Terakhir, terdapat fungsi untuk menyajikan gambar yang diunggah melalui route uploaded_file, 
yang memungkinkan Flask untuk melayani file statis dari direktori uploads. Halaman hasil 
(𝑝𝑟𝑒𝑑𝑖𝑐𝑡. ℎ𝑡𝑚𝑙 ) menampilkan prediksi kelas kucing, probabilitas prediksi, dan gambar yang 
diunggah, memberikan antarmuka pengguna yang sederhana dan interaktif untuk klasifikasi 
gambar kucing. 

Hasil ini menunjukkan bahwa proses pelatihan dan validasi model berjalan dengan efisien baik 
dari sisi waktu maupun performa. Namun, adanya fluktuasi Validation Loss dan sedikit kenaikan 
waktu validasi pada beberapa epoch terakhir menandakan bahwa masih ada ruang untuk 
meningkatkan efisiensi dan performa generalisasi model melalui pengaturan hiperparameter 
yang lebih optimal atau evaluasi lebih lanjut pada distribusi data pelatihan dan validasi. Dari sisi 
dampak praktis, aplikasi ini memiliki potensi besar dalam konteks yang lebih luas, terutama 
dalam diagnosis kesehatan hewan peliharaan berbasis ras. Identifikasi ras kucing memungkinkan 
dokter hewan mengaitkan potensi risiko penyakit genetik tertentu yang umum pada ras tersebut, 
seperti polycystic kidney disease (PKD) pada kucing Persia atau hypertrophic cardiomyopathy 
(HCM) pada Maine Coon. Selain itu, aplikasi ini dapat meningkatkan kesesuaian adopsi dengan 
membantu calon pemilik memahami kebutuhan khusus ras tertentu, serta mempermudah 
pelaporan kehilangan kucing melalui deskripsi fisik yang lebih akurat. Dalam program pelestarian 
ras, aplikasi ini juga dapat membantu melacak populasi ras yang langka. 

Secara keseluruhan, hasil penelitian ini menunjukkan bahwa model yang dikembangkan telah 
memiliki performa tinggi dengan efisiensi pelatihan yang baik, meskipun masih terdapat ruang 
untuk meningkatkan akurasi dan generalisasi model, terutama pada ras tertentu, melalui 
pengaturan hiperparameter yang lebih optimal dan penambahan fitur representasi yang lebih 
mendalam. Optimalisasi aplikasi untuk perangkat mobile juga menjadi langkah strategis untuk 
meningkatkan aksesibilitas dan penerapan teknologi ini secara lebih luas. 

Dalam konteks pengembangan aplikasi klasifikasi ras kucing berbasis gambar untuk perangkat 
mobile, optimalisasi model menjadi aspek penting agar sistem dapat berfungsi efisien di 
lingkungan dengan sumber daya terbatas. Model Inception V4, meskipun memiliki performa 
tinggi, dikenal memiliki arsitektur kompleks dan ukuran yang cukup besar, sehingga memerlukan 
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strategi khusus untuk kompatibilitas pada perangkat dengan keterbatasan memori, daya 
komputasi, dan konsumsi baterai. 

5. Penutup 
Penelitian ini berhasil mengembangkan model klasifikasi ras kucing berbasis Inception V4 dengan 
akurasi validasi tertinggi sebesar 93.31%. Proses pelatihan berjalan efisien, dan model mampu 
diimplementasikan dalam aplikasi web berbasis Flask untuk klasifikasi real-time. Hasil penelitian 
ini menunjukkan potensi besar dalam mendukung diagnosis kesehatan hewan berbasis ras, 
meningkatkan pemahaman pemilik kucing tentang kebutuhan spesifik ras, dan mendukung 
pelestarian ras yang terancam punah. 

Namun, tantangan seperti fluktuasi Validation Loss dan performa rendah pada beberapa ras 
masih dapat diperbaiki. Penelitian lanjutan disarankan untuk menggunakan augmentasi data 
berbasis GAN guna meningkatkan variasi data serta menguji model pada dataset yang lebih 
beragam. Optimalisasi untuk perangkat mobile juga menjadi langkah penting untuk memperluas 
adopsi teknologi ini. Dengan langkah-langkah tersebut, sistem yang dikembangkan dapat 
memberikan kontribusi signifikan bagi pengembangan teknologi klasifikasi berbasis gambar dan 
aplikasinya dalam kehidupan sehari-hari. 
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