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Abstract  
Traffic accidents pose a major concern in many countries, 
including Indonesia, causing considerable losses, injuries, and 
fatalities each year. Properly classifying the severity of these 
incidents is essential for authorities to establish preventive 
actions, apply effective countermeasures, and improve overall 
road safety. Conventional statistical techniques often fall short 
in capturing the intricate relationships among multiple 
influencing variables, such as weather, driver experience, 
vehicle type, number of vehicles, and casualty figures. To 
address this limitation, this study proposes a machine 
learning–based classification method using the Random Forest 
algorithm, known for its robustness in handling complex and 
high-dimensional data while identifying nonlinear patterns. 
The model was trained on a traffic accident dataset from 
Kaggle and incorporated important features, including driver 
age group, driving experience, type of vehicle, lighting and 
weather conditions, type of collision, number of vehicles 
involved, and casualties. The proposed system achieved 81% 
accuracy, 75% weighted precision, 81% weighted recall, and a 
weighted F1-score of 77%, demonstrating reliable 
performance in predicting accident severity levels Slight 
Injury, Serious Injury, and Fatal Injury. And providing useful 
insights for data-driven planning in traffic safety management. 
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1. Introduction 
Road traffic incidents remain a significant public safety challenge worldwide, especially in developing nations 

like Indonesia, where rapid urbanization and increasing vehicle ownership have escalated accident ratesu[1]. 

Global health data places traffic accidents among the top causes of mortality, resulting in not only numerous 

deaths and injuries but also severe economic losses, healthcare system strain, and lasting social 

consequences[2]. Various contributing factors include inadequate infrastructure, poor weather conditions, low 

vehicle safety standards, and human-related issues such as driver fatigue, inexperience, or negligence[3]. 

Traditional analytical methods in Indonesia have largely relied on descriptive statistics and simple regression, 

which are insufficient to detect nonlinear patterns across these multifactorial contributors[4]. 

In response to the increasing complexity and volume of traffic-related data, the need for advanced analytical 

techniques has become more critical[5]. Machine learning, particularly the Random Forest algorithm, offers 
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robust capabilities for handling high-dimensional, heterogeneous data and capturing intricate, nonlinear 

relationships[6]. As an ensemble method, Random Forest builds multiple decision trees and aggregates their 

outcomes via majority voting, making it resilient to noise and overfitting[7]. Numerous studies have validated 

its effectiveness in classifying accident severity[8]. However, most prior research has focused on datasets from 

developed countries or used limited features, thus failing to capture the full spectrum of factors influencing 

accident outcomes. 

To address this research gap, this study proposes a Random Forest-based classification model trained on a 

comprehensive traffic accident dataset from Kaggle[9]. The dataset includes relevant features such as driver 

demographics, vehicle type, environmental conditions, collision details, number of vehicles involved, and 

casualty counts[10]. The target variable accident severity is categorized into three levels: Slight Injury, Serious 

Injury, and Fatal Injury. This study aims not only to uncover significant patterns influencing accident severity 

but also to develop a practical, deployable web-based classification system using Streamlit, ensuring real-time 

usability for non-technical users and supporting data-driven decision-making in traffic safety management[11]. 

This system is intended to serve multiple user groups, including traffic police, transportation agencies, and 

public safety researchers. It provides a practical tool to support rapid decision-making, incident prioritization, 

and long-term policy development based on classified accident severity. Developed using Streamlit, the system 

is deployed as a web-based application that can be accessed either locally or publicly, enabling real-time 

interaction and usability for both technical and non-technical users. 

2. Research Method 
The data utilized in this research was obtained from a publicly accessible traffic accident dataset hosted on 

Kaggle.  

Table 1. Dataset Variables 

Variables Information 

Age_band_of_driver Categorical grouping based on the driver’s age 

Driving_experience Classification of the driver’s level of experience behind the wheel 

Type_of_vehicle Classification of the vehicle involved in the incident 

Light_conditions Illumination status at the location during the time of the accident 

Weather_conditions Atmospheric condition present when the accident occurred 

Type_of_collision Nature or category of the collision that took place 

Number_of_vehicles_involved Count of all vehicles participating in the accident 

Number_of_casualties Total number of individuals injured or killed as a result of the crash 

Accident_severity 
Level of injury severity classified into Slight Injury, Serious Injury, or 

Fatal Injury categories 

 
This dataset comprises records of traffic accidents obtained from the Addis Ababa Sub-City Police Departments, 

originally collected for a master's research project. The data spans the years 2017 to 2020 and was derived 

from manually recorded accident reports. The raw dataset, named RTA Dataset.csv, consists of 12,316 

instances and 32 features, though only the relevant attributes were selected for this study, including driver's 

age band, driving experience, type of vehicle involved, lighting conditions, weather conditions, collision type, 

number of vehicles involved, number of casualties, and the severity of the accident. The dataset has undergone 

preprocessing to ensure the removal of sensitive information and to facilitate the application of machine 

learning algorithms for severity classification. The accident severity itself is categorized into three classes: 

Slight Injury, Serious Injury, and Fatal Injury. The dataset is publicly available on Kaggle at: 

https://www.kaggle.com/datasets/saurabhshahane/road-traffic-accidents. The data was chosen due to its 

relevance and comprehensiveness, making it suitable for developing a reliable classification model[12]. 

https://www.kaggle.com/datasets/saurabhshahane/road-traffic-accidents
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Before building the classification model, the dataset underwent a preprocessing stage to ensure optimal quality 

for analysis. First, categorical variables such as driver's age band, driving experience, vehicle type, lighting 

conditions, weather conditions, and collision type were encoded using the Label Encoding technique to convert 

categorical data into numerical form[13]. Numerical variables, such as the number of vehicles and casualties 

involved, were then scaled using StandardScaler to standardize the data distribution[14]. This process is 

essential to guarantee that all features have a balanced influence during the classification phase. 

Random Forest was selected as the main classification technique because of its demonstrated effectiveness in 

managing complex and high-dimensional classification tasks[15]. Random Forest operates as an ensemble 

learning method that constructs numerous decision trees during the training phase. Each tree produces a 

classification outcome, and the final decision is derived from aggregating these results through majority 

voting[16]. This approach greatly minimizes the likelihood of overfitting while improving the model’s 

reliability and predictive precision. 

The classification workflow using the Random Forest algorithm in this study involves several essential steps. 

Initially, the raw data undergoes preprocessing, which includes transforming categorical variables through 

encoding and applying normalization to numerical attributes for consistency. The dataset, after processing, is 

partitioned into separate sets for training and testing. During training, the model constructs multiple decision 

trees by randomly drawing samples of data instances and attributes a method known as bootstrap sampling.  

Table 2. Dataset Sharing 

Category Data Percentage 

Training 80% 
Testing 20% 

 

In this study, the data was split into two subsets, with 80% assigned for model training and 20% reserved for 

testing. To achieve strong predictive performance, the Random Forest algorithm was trained using 100 

separate decision trees. 

Random Forest represents a widely applied ensemble technique in machine learning, suitable for solving both 

classification and regression problems. It constructs numerous decision trees by randomly sampling data and 

feature subsets during the training phase, which enhances generalization capability and mitigates the risk of 

overfitting[17]. Each tree in the Random Forest functions on its own, generating predictions using individually 

sampled training records and chosen features. In classification problems, the outcome is derived from the 

majority decision across the ensemble, whereas in regression, the result is based on the mean of all predictions. 

 

 
Figure 1. Random Forest Architecture and Voting Mechanism 

The Figure 1 illustrates the fundamental structure of the Random Forest algorithm. The process begins with a 

dataset that is used to build multiple decision trees in parallel. Each tree is trained on a randomly selected 
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subset of the data and features, allowing for diversity among the trees. Every individual tree generates its own 

prediction based on learned patterns. These predictions are then aggregated using a majority voting 

mechanism in classification tasks, or averaging in regression tasks. The final output is the result of this 

ensemble decision-making process, which improves overall model accuracy and robustness by reducing 

overfitting and enhancing generalization capability. 

The formulas used for each metric are as follows: 

a. Accuracy  
Accuracy is a widely recognized performance metric that quantifies how many predictions made by 
the model are correct in relation to the total number of predictions. It is often used as an overall 
indicator of model performance, particularly in datasets where the class distribution is relatively 
balanced. The equation used to calculate Accuracy is shown below: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                            (1) 

b. Precision 
Precision represents the fraction of true positives among all predicted positive outcomes and is 
especially important in cases where false alarms carry significant consequences[18]. A higher 
precision indicates fewer false alarms. The formula for Precision is: 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                   (2) 

c. Recall 
Recall often known as sensitivity or the true positive rate—describes the model’s capability to 
correctly identify all true positive cases present in the data[19]. It is especially important when missing 
actual positive cases can lead to significant consequences. The formula is: 
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                         (3) 

d. F1-Score 
The F1-score is calculated as the harmonic mean of precision and recall, providing a balanced 
evaluation metric particularly useful in datasets with class imbalance or when it is important to reduce 
both false positives and false negatives. A higher F1-score suggests a better balance between these two 
metrics. The formula is presented as follows: 
 

𝐹1-𝑠𝑐𝑜𝑟𝑒 =
2 ⋅ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ⋅ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
                            (4) 

The final stage of this research involves deploying the evaluated classification model into a functional system 

that can be directly utilized by end-usersIn this project, the trained model was deployed using Streamlit, a 

Python-based open-source tool that enables the development of dynamic web applications designed for 

machine learning use cases[20]. 

3. Result and Discussions 
The dataset used in this study was obtained from Kaggle and contains comprehensive records of road traffic 

accidents, including categorical and numerical features that are critical for classification.  
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Table 3. Dataset Snippet 

Age_band

_of_driver 

Driving_ 

experie

nce 

Type_of_ve

hicle 

Light_co

nditions 

Weathe

r_condit

ions 

Type_of

_collisio

n 

Number

_of_vehi

cles_inv

olved 

Number

_of_casu

alties 

Acciden

t_severi

ty 

18-30 1-2yr Automobile Daylight Normal 

Collision 

with 

roadside

-parked 

vehicles 

2 2 
Slight 

Injury 

31-50 
Above 

10yr 

Public (> 45 

seats) 
Daylight Normal 

Vehicle 

with 

vehicle 

collision 

2 2 
Slight 

Injury 

18-30 2-5yr Automobile Daylight Normal 

Vehicle 

with 

vehicle 

collision 

1 1 
Slight 

Injury 

 

This dataset includes variables such as driver age group, driving experience, type of vehicle, lighting and 

weather conditions, type of collision, number of vehicles involved, and the number of casualties. These features 

were selected based on their relevance to the classification of accident severity. 

Before training the model, the dataset underwent several preprocessing steps. The preprocessing stage 

involved converting categorical attributes into numeric form through Label Encoding, while numerical data 

was normalized using the StandardScaler approach. These steps are crucial to enable the model to efficiently 

interpret and learn from the input data. 

Table 4. Data Preparation Results 

Age_band

_of_driver 

Driving_ 

experie

nce 

Type_of

_vehicle 

Light_

condit

ions 

Weather_

condition

s 

Type_of_c

ollision 

Number_of

_vehicles_i

nvolved 

Number

_of_casu

alties 

Accid

ent_se

verity 

-0.966718 

-

1.37789

1 

-

1.21415

5 

0.6211

67 
-0.362059 -1.247296 -0.059061 

0.44864

9 

Slight 

Injury 

-0.219035 
0.48777

6 

0.86887

9 

0.6211

67 
-0.362059 0.570613 -0.059061 

0.44864

9 

Slight 

Injury 

-0.966718 

-

0.75600

2 

2.00508

0 

-

1.6444

66 

-0.362059 0.570613 -0.059061 
0.44864

9 

Slight 

Injury 

The Table 4 displays several rows of preprocessed input data used in training the classification model. Each 

feature such as driver age group, driving experience, vehicle type, light and weather conditions, collision type, 

number of vehicles involved, and number of casualties has been normalized or encoded to prepare it for the 

machine learning process. The target variable, Accident_severity, remains in its original categorical form (e.g., 

Slight Injury) for classification purposes. 

Random Forest was selected as the main classification algorithm because of its strength in processing complex 

and high-dimensional datasets. The training process utilized 80% of the data, while the remaining 20% was 

reserved for testing the model's performance. A total of 100 decision trees (estimators) were used to optimize 
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classification performance. This ensemble method aggregates multiple decision tree outputs through majority 

voting, improving both stability and accuracy. 

 

Figure 2. Model Accuracy Comparison 

To assess how well the Random Forest model performed, multiple evaluation metrics were utilized, including 

accuracy, precision, recall, F1-score, and the confusion matrix. The dataset was partitioned into two subsets, 

with 80% used for training and the remaining 20% reserved for testing. Following data preprocessing and 

model training, the algorithm achieved a training accuracy of 93.36% and a testing accuracy of 81.05%, as 

illustrated in Figure 2. 

The model’s performance was evaluated using a confusion matrix and several classification metrics to assess 

its ability to correctly predict each category of accident severity. This evaluation aims to measure the accuracy, 

precision, recall, and F1-score for each class, providing a comprehensive understanding of the model’s 

strengths and weaknesses across both majority and minority classes. 

 

Figure 3. Confusion Matrix of Classification Results 

The confusion matrix in Figure 3 shows the distribution of correct and incorrect predictions for each class. The 

results indicate that the model can generalize effectively, with a reasonable gap between training and testing 

accuracy, suggesting minimal overfitting. While the model performs strongly for the “Slight Injury” class, it 

struggles more with minority classes such as “Fatal Injury” and “Serious Injury,” reflecting the class imbalance 

in the dataset. The detailed precision, recall, and F1-score values for each class are presented in Table 5. 
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Table 5. Classification Metrics per Class 

Class Precision Recall F1-Score Support 

Fatal Injury 0.40 0.05 0.10 37 
Serious Injury 0.26 0.10 0.15 363 
Slight Injury 0.85 0.95 0.89 2064 

Accuracy   0.81 2464 
Macro Avg 0.50 0.37 0.38 2464 

Weighted Avg 0.75 0.81 0.77 2464 

From Table 5, the model performs best on predicting "Slight Injury" cases, which dominate the dataset. In 

contrast, the low F1-scores for "Fatal Injury" and "Serious Injury" indicate poor performance on minority 

classes, likely due to class imbalance. Future work could apply techniques like SMOTE, class weighting, or 

resampling-based ensembles to address this issue.. 

The prototype system was deployed locally using the Streamlit framework for testing and demonstration 

purposes. However, it can be easily adapted for public access through cloud-based deployment platforms such 

as Streamlit Cloud or Heroku, enabling broader accessibility for institutions and government agencies.  

 

Figure 4. Manual Prediction Interface 

In Figure 4, the Manual Prediction interface is shown, where users can input accident-related attributes such 

as driver age, experience, vehicle type, environmental conditions, and numeric factors. This interface provides 

a user-friendly form that returns immediate prediction results based on the input parameters. 
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Figure 5. Statistics & Insight interface  

Figure 5  illustrates the Statistics & Insight interface, which presents the accident severity distribution using a 

donut chart and the average number of vehicles involved and casualties per severity level using a grouped bar 

chart. This visual approach allows users to easily identify the proportion of each accident severity category and 

compare key averages across different severity levels, enhancing overall understanding of the dataset's general 

trends. 

 

Figure 6. Vehicle Type Analysis Interface 

Figure 6 illustrates the Vehicle Type Analysis interface, which displays the distribution of accident severity 

across various vehicle categories. The interface consists of a highlighted table showing the frequency of each 

severity level by vehicle type, complemented by a stacked bar chart that visually compares the severity 

distribution among different vehicles. This layout provides clear insights into which types of vehicles are most 

commonly involved in severe or minor accidents. 
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Figure 7. Prediction Track Record Interface 

Figure 7 showcases the Prediction Track Record interface, which displays a table of all previously made 

predictions. Each prediction record includes input details and the resulting prediction, supporting traceability, 

usability, and accountability within the system. 

4. Conclusions and Future Works 
This study developed a Random Forest-based classification system to predict traffic accident severity using a 

dataset from Kaggle. The model incorporated key features such as driver demographics, vehicle type, 

environmental conditions, and casualty data, and successfully categorized cases into Slight Injury, Serious 

Injury, and Fatal Injury, achieving a test accuracy of 81%. Deployed using Streamlit, the system allows users to 

input data and receive interactive predictions along with summary statistics and prediction history. Designed 

for traffic police, transport authorities, and public safety analysts, the system aims to support incident response 

and policy planning. While the current model performs well, it does not yet include real-time data such as road 

infrastructure or live traffic conditions. Future improvements could involve integrating geospatial and 

temporal data, exploring advanced algorithms like XGBoost, and deploying the system on cloud platforms for 

broader accessibility via web or mobile interfaces. 
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